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Foreword

This book provides an in-depth theoretical look at the data processing and
communication aspects of wireless sensor networks, as well as a practical look
at how data processing can be done in real ZigBee/IEEE 802.15.4 sensor
networks. The book provides enough background for the newcomer to the field
to understand the fundamentals of wireless sensor networks, while also pro-
viding novel analytical frameworks for distributed detection, joint detection and
communication, and cross-layer design, making this an excellent choice for
those looking for a deeper understanding of the interaction between data pro-
cessing and communication.

Rochester, September 2010 Wendi Heinzelman
Associate Professor

University of Rochester, NY, USA

When Roberto told me that he was co-authoring a book on Wireless Sensor
Networks and asked me if I would be willing to write a foreword for it, my first
thought was: ‘‘Anything to come back to this beautiful city of Bologna!’’. So I said
‘‘Sure!’’, before realizing that it is perfectly possible to write a foreword without
visiting the authors in their ‘‘natural habitat’’ ever again. My bad. I guess Roberto
and I will have to organize together another Joint Workshop and Summer School
on Sensor Networks very soon to have an excuse to visit Bologna again.

The book you have in your hands contains first-class information and crisp
explanations about the state-of-the-art in Wireless Sensor Networks. Having done
research myself in this field for several years and being the coordinator of CONET,
the Cooperating Objects Network of Excellence, that has managed to edit and
publish two research roadmaps on sensor networks and related fields, I can only
applaud the choice of topics the authors have done. Indeed three of the most
fundamental challenges in this area are a proper definition and characterization of
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distributed processing, MAC protocols and connectivity and the authors have done
a tremendous job at them in this book.

Additionally, the IEEE 802.15.4 MAC protocol is used as the main wireless
communication mechanism for the models and analysis performed in each chapter.
This protocol is becoming the de-facto standard for Sensor Networks and is
gaining importance as we speak (or better said, as you read). Another highlight is
the thorough analysis of multi-sink networks that have been traditionally neglected
in the literature in favor of simpler problems to tackle. The authors manage to
consider multi-sink networks in almost each chapter of the book, which is a
tremendous achievement.

Of course, this in-depth analysis of topics also has its price. If you were hoping
for a light bedtime read or despise greek letters and formulas, this book is not for
you. It is a book written for professionals by professionals and it shows in the
quality of each page. It combines not only a theoretical perspective and foundation
with numerical analysis, but also with experimental evaluations using simulation
tools. Therefore, each chapter contains a performance evaluation of the algorithms
that helps in understanding the operating characteristics of each approach. This is
extremely important since the field of Sensor Networks is all about practical
implementations and solving real-world problems that, sometimes, cannot be
approximated by theoretical models.

I can very much appreciate the effort put by the authors in writing this book and
the clarity they have achieved in explaining these three fundamental aspects of the
Sensor Network field: Distributed processing, MAC protocols and Connectivity.
Young researchers willing to understand the intricacies of Wireless Sensor Net-
works will be thrilled by the insights in this book, and more experienced scientists
will surely recommend its read. I definitely do.

Duisburg, September 2010 Pedro José Marròn
Full Professor

University of Duisburg-Essen in Germany
Coordinator of CONET, the Cooperating

Objects Network of Excellence

This book provides a comprehensive overview of the major theoretical and
practical issues of IEEE 802.15.4 and ZigBee, which nowadays represent a key
technology for wireless sensor networks. The contents are organized into a
roadmap which starts with a tutorial-oriented description of the basic founda-
tions, and continues with some chapters offering an in-depth analysis of per-
formance-related problems. This structure makes the book an ideal reference
for everyone wants to approach the study of sensor networks and their appli-
cations according to a cross-layer design perspective which takes both data
processing and communication aspects into the due account: on one hand,
Ph.D. students and researchers in the field of wireless sensor networks are
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provided with an extensive coverage of major theoretical issues relevant to
IEEE 802.15.4 technology, while professionals and networking system devel-
opers will also find it an invaluable primer guide.

Catania, September 2010 Sergio Palazzo
Full Professor

University of Catania, Italy

Foreword ix





Preface

Wireless Sensor Networks (WSNs) have become an increasingly active field of
research in recent years. The very idea of making many small objects with limited
capabilities (the sensors) collaborate to create a very versatile and powerful system
(a WSN) has stimulated the intellectual and scientific ‘‘fantasies’’ of many
researchers. In fact, WSNs can be studied from several perspectives. Moreover,
besides their scientific appeal, they hold the promise of playing a key role in future
communication and networking systems, such as machine-to-machine communi-
cation systems and the Internet of Things.

IEEE 802.15.4 is a Physical (PHY)/Medium Access Control (MAC) air inter-
face commonly considered as a de facto standard for WSNs. While IEEE released
the current version of the standard years ago and many books cover issues related
to the use of IEEE 802.15.4 for WSNs, there is still a lack in the understanding of
the true performance achievable in large WSNs using IEEE 802.15.4 when dis-
tributed processing techniques are applied to estimate the values taken by physical
instances.

During spring 2009, after years of research performed on the topic of WSNs,
Chiara Buratti and Marco Martalò received their Ph.D. degrees from the Uni-
versity of Bologna (under the supervision of Prof. Roberto Verdone) and the
University of Parma (under the supervision of Prof. Gianluigi Ferrari), respec-
tively. While research was carried out separately and the two Ph.D. theses were
prepared independently, it was immediately clear that the two works were
addressing the two faces of the same coin. Therefore, it was decided to put
together the contents of the two theses to give birth to a coherent text providing the
deepest possible knowledge of how the IEEE 802.15.4 MAC layer can be accu-
rately modeled and of the limits of distributed processing, inherently connected to
the MAC behavior, in WSNs. This book is the outcome of that will. However, it is
even more.

This book is indeed composed of four parts. After a short introductory chapter
on the fundamentals of WSNs, the second and third parts represent the core of
Marco’s and Chiara’s theses, respectively, after proper alignment was found. More
precisely, the second part (Chaps. 2 and 3) is dedicated to distributed processing in
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WSNs, whereas the third part is dedicated to MAC and connectivity of WSNs. The
fourth part is completely new, as it reports on the outcomes of the effort to
integrate the models proposed and validated in the two Theses, to create a novel
cross-layer framework for IEEE 802.15.4 system design.

It is our view that the book, in its final form, can assist a WSN designer, whose
aim is the estimation of physical instances, in understanding all mechanisms lying
behind IEEE 802.15.4 MAC and the application of distributed processing tech-
niques. The book provides many performance charts and all means to generate a
complete evaluation tool which is able to compute the performance, in terms of
reliability, latency, energy efficiency, of an IEEE 802.15.4-based WSNs for
environmental monitoring applications.

We would like to thank Dr. Cristoph Bauman, our Springer Engineering Editor,
for immediately supporting our idea and allowing us to finalize this project. We are
also indepted to several collaborators, whose help was instrumental. In particular:
C. Buratti and R. Verdone would like to thank those scientists whose activities
have had an impact on the content of this book: John Orriss, from the University of
Manchester, and Flavio Fabbri from the University of Bologna; M. Martalò and G.
Ferrari would like to thank Dr. Roberto Pagliari, Dr. Paolo Medagliani, and Marco
Sarti for their contributions (while at the University of Parma) to Part II of the
book. Authors would also like to thank Flavia Martelli for reading the draft of this
book.

Bologna and Parma, September 2010 Chiara Buratti
Marco Martalò

Roberto Verdone
Gianluigi Ferrari
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Chapter 1
Wireless Sensor Networks

This chapter introduces the topic of Wireless Sensor Networks (WSNs), providing a
definition and describes the main characteristics and features of this kind of networks.
A brief overview of the state of the art of the research in this field, with particular
attention toward the main European projects, is also provided. The IEEE 802.15.4
standard, reference technology of this book for the realisation of such networks, is
described. This chapter is structured as follows. In Sect. 1.1, fundamental features and
issues of WSNs are discussed. In Sect. 1.2., instead, the main application fields are
briefly presented. Sections 1.3 and 1.4 introduce the main characteristics of the IEEE
802.15.4 and Zigbee protocols, respectively. In Sect. 1.5, we discuss on research
trends in WSNs, whereas in Sect. 1.6 further readings on the topic are recalled.

1.1 Wireless Sensor Networks Fundamentals

A WSN [1–8] can be defined as a network of devices, denoted as nodes, which can
sense the environment and communicate the information gathered from the
monitored field (e.g., an area or volume) through wireless links [9]. The data is
forwarded, possibly via multiple hops, to a sink (sometimes denoted as controller
or monitor) that can use it locally or is connected to other networks (e.g., the
Internet) through a gateway. The nodes can be stationary or moving. They can be
aware of their locations or not. They can be homogeneous or not. Monitoring and
communication are performed cooperatively by the nodes.

In Fig. 1.1 (left part) a traditional single-sink WSN is shown. This single-sink
scenario suffers from the lack of scalability: by increasing the number of nodes, the
amount of data gathered by the sink increases and once its capacity is reached, the
network size can not be augmented. Moreover, for reasons related to MAC and
routing aspects, the network performance cannot be considered independent from
the network size.

C. Buratti et al., Sensor Networks with IEEE 802.15.4 Systems,
Signals and Communication Technology, DOI: 10.1007/978-3-642-17490-2_1,
� Springer-Verlag Berlin Heidelberg 2011
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A more general scenario includes multiple sinks in the network (see Fig. 1.1
right part) [10]. Given a level of node density, a larger number of sinks will
decrease the probability of isolated clusters of nodes that cannot deliver their data
owing to unfortunate signal propagation conditions. In principle, a multiple-sink
WSN can be scalable (i.e., the same performance can be achieved even by
increasing the number of nodes), while this is clearly not true for a single-sink
network. However, a multi-sink WSN does not represent a trivial extension of a
single-sink case for the network engineer. In many cases, nodes send the data
collected to one of the sinks, selected among many, which forwards the data to the
gateway, toward the final user (see Fig. 1.1). From the protocol viewpoint, this
means that a selection can be carried out on the basis of a suitable criterion, such
as, for example, minimum delay, maximum throughput, minimum number of hops,
etc.. Therefore, the presence of multiple sinks ensures better network performance
with respect to the single-sink case (assuming the same number of nodes is
deployed over the same area), but the communication protocols must be more
complex and should be designed according to suitable criteria.

1.1.1 Main Features of WSNs

The main features of WSNs are: scalability with respect to the number of nodes in
the network, self-organisation, self-healing, energy efficiency, a sufficient degree

Fig. 1.1 Left part: single-sink WSN. Right part: multi-sink scenario
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of connectivity among nodes, low complexity, low cost, and small size of nodes.
Protocol architectures and technical solutions providing such features can be
considered as a potential framework for the creation of these networks. Unfortu-
nately, the definition of such a protocol architecture and a corresponding technical
solution is not simple, and research is still needed [5].

The massive research on WSNs started after the year 2000. However, it took
advantage of the outcome of the research on wireless networks performed since the
middle of the previous century. In particular, the study of ad hoc networks
attracted a lot of attention for several decades, and some researchers tried to apply
their skills, acquired in the field of ad hoc networking, to the study of WSNs.

According to some general definitions, wireless ad hoc networks are formed
dynamically by an autonomous system of nodes connected via wireless links
without using an existing network infrastructure or centralised administration.
Nodes are connected through ‘‘ad hoc’’ topologies, set up and cleared according to
user needs and temporary conditions [11]. Apparently, this definition can include
WSNs. However, this is not true. In fact, wireless ad hoc networks are charac-
terised by features which are very different from those of WSNs: they are
unplanned and highly dynamical; nodes are normally ‘‘smart’’ terminals (laptops,
etc.); typical applications include real-time or non real-time data, multimedia,
voice; every node can be either source or destination of information; every node
can be a router toward other nodes; energy is not the most relevant matter; capacity
is the most relevant matter.

But for the very first item, which is common to WSNs, in all other cases there is
a clear distinction between WSNs and wireless ad hoc networks. In WSNs, nodes
are simple and low-complexity devices; the typical applications require few bytes
sent periodically or upon request or according to some external event; every node
can be either source or destination of information, not both; not all nodes play the
role of routers; energy efficiency is a very relevant matter, while capacity is not for
most applications. Therefore, WSNs are not a special case of wireless ad hoc
networks. Thus, a lot of care must be exercised when taking protocols and algo-
rithms, which are effective for ad hoc networks, and using them in the context of
WSNs.

1.1.2 Issues Related to Energy Management

As stated above, energy efficiency is a key issue for many WSNs applications and
many works in the literature are devoted to this issue [12–16]. Network lifetime
must be kept as long as possible. Clearly, it depends on the potential length of the
period of time starting with network deployment and ending when the battery of
sensor nodes is no longer able to provide the energy needed for communication,
sensing, or processing. Energy consumption issues are discussed throughout the
entire book. However, a brief discussion about some important aspects of energy
management is introduced in this subsection.
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A node is basically composed of a battery, a microprocessor, a memory, the
sensor(s), and the transceiver. Normally, when in transmit mode, the transceiver
drains much more current from the battery than the microprocessor in active state,
or the sensors and the memory chip. As a conclusion, the transceiver is the part
responsible for the consumption of most of the energy. This justifies the energy
consumption model adopted in the remainder of the book.

Intuitively, the state that requires more current drain from the battery is the
transmit state, as both the baseband and Radio Frequency (RF) parts of the trans-
ceiver are active. However, the same is true for the receive state, during which a node
can consume as much energy as in the transmit one. Owing to the hardware design
principles, sometimes in the receive state the transceiver can consume even more
energy than in the transmit state. Therefore, receive and transmit states are both
highly energy consuming, and the transceiver must be kept in those two states for the
shortest possible percentage of time. For this reason, also the energy consumed for
receiving packets and for doing carrier sensing is accounted for in this book.

Clearly, permanence in the transmit state is needed only when a data burst needs
to be transmitted. The smaller is the number of data bursts to be transmitted, the
longer is node life. This suggests to avoid using protocols based on complex
handshakes. As an example, in some cases it could be better to avoid ACKnowl-
edgement (ACK) mechanisms. However, a transceiver might need to stay in receive
mode for longer periods of time, if proper scheduling of transmit times is not
performed. Protocols should avoid a phenomenon, called overhearing, such that
nodes need to stay in receive time for long periods waiting for a packet while
listening to many data bursts sent to other nodes. However, this is not enough.
In fact, many Medium Access Control (MAC) protocols consider channel sensing
mechanisms: the transceiver senses the wireless channel for some periods of time in
order to determine whether it is busy or free. Depending on the specific hardware
platform, channel sensing can be very energy consuming, almost as the transmit and
receive states. Thus, protocols must not abuse of the channel sensing mechanism
and when using a Carrier-Sense Multiple Access (CSMA) protocol, long (in the
order of 95–99% of time) intervals of time with the transceiver in sleep state are
required. During such periods, a data burst sent to the node cannot be detected.
Therefore, the management of sleep mode is a very relevant issue for WSNs.

A final consideration is related to the use of power control. This technique,
aiming to set the transmit power at the minimum level needed to allow correct
signal detection at the receiver, is often used in wireless networks to reduce the
impact of interfering transmissions and the useless emission of radiowaves with
high power. However, setting a proper power level requires information on the
channel gain, which might be difficult to achieve in applications with very bursty
data transmissions. Therefore, it is worthwhile wondering whether power control is
a useful technique for WSNs. Moreover, looking at the data reported on the
datasheet of a sample transceiver used in many commercial platforms, such as
CHIPCON CC2420 [17], one can draw an interesting conclusion. When trans-
mitting at the highest power level (0 dBm), about 17 mA are drained from the
battery. At minimum transmit power (�25 dBm), the drained current is 8.5 mA.

6 1 Wireless Sensor Networks



Therefore, there is no relevant energy saving, when decreasing the transmit power
level by 25 dB. Even if this example is given with reference to a specific chip,
there are reasons to state that the conclusion is general. The energy consumed in
transmission state is not proportional to the transmit power level used and,
therefore, power control is not an efficient technique to reduce energy consump-
tion. For this reason, power control is not considered in this book.

1.2 Applications

The variety of possible applications of WSNs to the real word is practically
unlimited: environmental monitoring [18], health care [19], positioning and
tracking [20], logistics, localization, etc. One of the possible classifications dis-
tinguishes applications according to the type of data that must be gathered in the
network. Almost any application, in fact, could be classified into one out of two
categories: Event Detection (ED) and Spatial Process Estimation (SPE).

In the first case, sensors are deployed to detect an event, for example a fire in a
forest, a quake, etc. [21–23]. Signal processing within devices is very simple,
owing to the fact that each device has to compare the measured quantity with a
given threshold and to send the binary information to the sink(s). The density of
nodes must ensure that the event is detected and forwarded to the sink(s) with a
suitable probability of success while maintaining a low probability of false alarm.
The detection of the Phenomenon Of Interest (POI) could be performed in a
decentralized (or distributed) way, meaning that sensors, together with the sink,
cooperatively undertake the task of identifying the POI. However, unlike in
classical decentralized detection problems, greater challenges exist in a WSN
setting. There are stringent power constraints for each node, communication
channels between nodes and the fusion center are severely bandwidth-constrained
and lossy (e.g., fading, noise, and, possibly, external sources of interference are
present), and the observation at each sensor node is spatially varying. In the
context of decentralized detection, cooperation allows the exchange of information
among sensor nodes to continuously update their local decisions until consensus is
reached across the nodes.

In SPE, the WSN aims at estimating a given physical phenomenon (e.g., the
atmospheric pressure in a wide area, or the ground temperature variations in a
small volcanic site), which can be modelled as a bi-dimensional random process
(generally non stationary). In this case, the main issue is to obtain the estimation of
the entire behavior of the spatial process based on the samples taken by sensors
which are typically placed in unknown positions [24–28]. The measurements will
then be subject to proper processing which might be performed either in a dis-
tributed manner by the nodes or centrally at the sink. The estimation error is
strictly related to nodes density as well as on the spatial variability of the process.
Higher nodes’ density leads to a more accurate scalar field reconstruction at the
expense of a larger network throughput and cost.
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There are also applications that belong to both categories. As an example,
environmental monitoring applications could be ED- or SPE-based. For instance,
the location of a fire in a forest or the detection of a quake belong to the first
category. The estimation of the temperature in a given area, instead, belongs to the
second category. In general, these applications aim at monitoring indoor or out-
door environments, where the supervised area may be few hundreds of square
meters or thousands of square kilometers, and the duration of the supervision may
last years. Natural disasters such as floods, forest fires, earthquakes may be per-
ceived earlier by installing networked embedded systems closer to places where
these phenomena may occur. Such systems cannot rely on a fixed infrastructure
and have to be very robust, because of the inevitable impairments encountered in
open environments. The system should respond to environmental changes as
quickly as possible. The environment to be observed will mostly be inaccessible
by humans all the time. Hence, robustness plays an important role. Also security
and surveillance applications have some demanding and challenging requirements
such as real-time monitoring and high security.

Another application that could belong to both the above defined categories is
devoted to the realisation of energy efficient buildings. In this application, in fact,
sensor nodes could aim at estimating a process (SPE), but also events (ED). In this
case, the WSN is distributed in buildings (residential or not) to manage efficiently
the energy consumption of all the electrical appliances. To this aim, nodes have to
continuously monitor the energy consumed by all appliances connected to the
electrical grid. Therefore, sensors have to estimate a process (i.e., the energy
consumption) which varies with time. However, in some cases they could be used
to detect some events. As an example, sensors could detect the arrival of a person
in a room to switch on some electrical appliances.

1.3 IEEE 802.15.4 Technology

The IEEE 802.15.4 wireless technology is a short-range communication system
intended to provide applications with relaxed throughput and latency requirements
in Wireless Personal Area Networks (WPANs). The key features of the IEEE
802.15.4 wireless technology are low complexity, low cost, low power consump-
tion, low data rate transmissions, to be supported by cheap (either fixed or moving)
devices. The main field of application of this technology is the implementation of
WSNs: IEEE 802.15.4, in fact, can be considered the de facto standard for WSNs.

The IEEE 802.15.4 Working Group focuses on the standardization of the
bottom two layers of ISO/OSI protocol stack: Physical (PHY) and MAC. There are
mainly two options for the upper layers definition: Zigbee protocol stack, specified
by the industrial consortia ZigBee Alliance, and IPv6 over Low-power PAN
(6LowPAN) [29]. In this book, only the Zigbee solution will be accounted for.

In the following, some technical details on the PHY and MAC sublayers
defined in the standard are reported.
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1.3.1 IEEE 802.15.4 Physical Layer

The IEEE 802.15.4 technology offers low rate services that enable the connection
of possibly mobile low-complexity devices based on a Carrier-Sense Multiple
Access with Collision Avoidance (CSMA/CA) channel access technique.

The IEEE 802.15.4 physical layer operates in three different unlicensed bands
(and with different modalities) according to the geographical area where the
system is deployed. However, Direct Sequence Spread Spectrum (DS-SS) is
mandatory to reduce the interference level in shared unlicensed bands.

The PHY provides the interface with the physical medium. It is in charge of
radio transceiver activation and deactivation, energy detection, link quality, clear
channel assessment, channel selection, and transmission and reception of the
message packets. Moreover, it is responsible for establishment of the RF link
between two devices, bit modulation and demodulation, synchronization between
the transmitter and the receiver, and, finally, for packet level synchronization.

The IEEE 802.15.4 standard specifies a total of 27 half-duplex channels across
the three frequency bands, whose channelization is depicted in Fig. 1.2 and is
organized as follows.

• The 868 MHz band, ranging from 868.0 to 868.6 MHz and used in the European
area, implements a raised-cosine-shaped Binary Phase Shift Keying (BPSK)
modulation format, with DS-SS at chip-rate 300 kchip/s (a pseudo-random
sequence of 15 chips transmitted in a 25 ls symbol period). Only a single
channel with data rate 20 kbit/s is available and, with a required minimum

Fig. 1.2 Channelization at the 868/915 MHz bands and at the 2.4 GHz band
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�92 dBm RF sensitivity, the ideal transmission range (i.e., without considering
wave reflection, diffraction, and scattering) is approximately 1 km.

• The 915 MHz band, ranging between 902 and 928 MHz and used in the North
American and Pacific area, implements a raised-cosine-shaped BPSK modula-
tion format, with DS-SS at chip-rate 600 kchip/s (a pseudo-random sequence of
15 chips is transmitted in a 50 ls symbol period). Ten channels with rate
40 kbit/s are available and, with a required minimum �92 dBm RF sensitivity,
the ideal transmission range is approximatively 1 km.

• The 2.4 GHz Industrial Scientific Medical (ISM) band, which extends from
2400 to 2483.5 MHz and is used worldwide, implements a half-sine-shaped
Offset Quadrature Phase Shift Keying (O-QPSK) modulation format, with
DS-SS at 2 Mchip/s (a pseudo-random sequence of 32 chips is transmitted in a
16 ls symbol period). Sixteen channels with data rate 250 kbit/s are available
and, with minimum �85 dBm RF sensitivity required, the ideal transmission
range is approximatively 200 m.

The ideal transmission range is computed considering that, although any legally
acceptable power is allowed, IEEE 802.15.4-compliant devices should be capable
of transmitting at �3 dBm. The true transmission ranges are often much lower
than the ideal ones, owing to real-world propagation impairments.

Since power consumption is a primary concern, in order to guarantee a long
battery lifetime the energy must be taken continuously at an extremely low rate, or in
small amounts at a low power duty cycle: this means that IEEE 802.15.4-compliant
devices are active only during a short time. The standard allows some devices to
operate with both the transmitter and the receiver inactive for over 99% of time.
Therefore, the instantaneous link data rates supported (i.e., 20, 40, and 250 kbit/s) are
high with respect to the data throughput in order to minimize the device duty cycle.

According to the IEEE 802.15.4 standard, transmission is organized in frames,
which can differ according to the relevant purpose. In particular, there are four
frame structures, each designated as a Physical Protocol Data Unit (PPDU): a
beacon frame, a data frame, an ACK frame and a MAC command frame. They are
all structured with a Synchronization Header (SHR), a Physical Header (PHR), and
a Physical Service Data Unit (PSDU), which is composed of a MAC Payload Data
Unit (MPDU), which, in turn, is constructed with a MAC Header (MHR), a MAC
Footer (MFR), and a MAC Service Data Unit (MSDU), excepting the ACK frame,
which does not contain an MSDU. The structure of each possible frame is depicted
in Figs. 1.3, 1.4, 1.5 and 1.6. To detect that a message has been received correctly,
a Cyclic Redundancy Check (CRC) is used. The meaning of the four possible
frame structures will be clear in the following, after introducing the possible
network topologies and the possible MAC channel access strategies.

1.3.2 IEEE 802.15.4 Network Topologies and Operational Modes

To overcome the limited transmission range, multihop self-organizing network
topologies are required. These can be realized taking into account that IEEE
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Fig. 1.3 Beacon frame
structure

Fig. 1.4 Data frame
structure

Fig. 1.5 ACK frame
structure

Fig. 1.6 MAC command
frame structure
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802.15.4 defines two types of devices: the Full Function Device (FFD) and the
Reduced Function Device (RFD) The FFD contains the complete set of MAC
services and can operate as either a network coordinator (hereafter also denoted as
WPAN coordinator) or as a simple network device. The RFD contains a reduced
set of MAC services and can operate only as a network device.

Two basic topologies are allowed, but not completely described by the standard
since definition of higher layers functionalities are out of the scope of IEEE
802.15.4: the star topology, formed around an FFD acting as a WPAN coordinator,
which is the only node allowed to form links with more than one device, and the
peer-to-peer topology, where each device is able to form multiple direct links to
other devices so that redundant paths are available. An example of both the IEEE
802.15.4-compliant network topologies is shown in Fig. 1.7.

Star topology is preferable when the coverage area is small and a low latency is
required by the application. In this topology, communication is controlled by the
WPAN coordinator that acts as network master, sending packets, denoted as
beacons, for synchronization and device association. Network devices are allowed
to communicate only with the WPAN coordinator and any FFD may establish its
own network by becoming a WPAN coordinator according to a predefined policy. A
network device wishing to join a star network listens for a beacon message and, after
receiving it, the network device can send an association request back to the WPAN
coordinator, which allows the association or not. Star networks support also a non-
beacon-enabled mode. In this case, beacons are used only for the purpose of asso-
ciation, whereas synchronization is achieved by polling the WPAN coordinator for
data on a periodic basis. Star networks operate independently from their neighboring
networks. As will be clarified in Sect. 1.3.5, in fact, each WPAN will operate in
different channels and, generally, they will not interfere among themselves.

Peer-to-peer topology is preferable when a large area has to be covered and
latency is not a critical issue. This topology allows the formation of more complex
networks and permits any FFD to communicate with any other FFD within its
transmission range via multiple hops. Each device in a peer-to-peer structure needs

Fig. 1.7 The two IEEE
802.15.4-compliant network
topologies: star and peer-
to-peer topologies
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to proactively search for other network devices. Once a device is found, the two
devices can exchange parameters to recognize the type of services and features
each supports. However, the introduction of multihop requires additional device
memory for routing tables.

All devices, regardless of the type of topology, belonging to a particular
network use their unique IEEE 64-bit addresses and a short 16-bit address is
allocated by the WPAN coordinator to uniquely identify the network.

Finally, the WPAN coordinator election can be performed in different ways
according to the application. In particular, for the applications in which only one
device can be the coordinator (e.g., a gateway) it is preferable to have a dedicated
WPAN coordinator. In other applications, it could be better to have several eligible
FFD and an event-determined WPAN coordinator. There can also be applications
where it is not relevant which particular device is the WPAN coordinator,
which can be self-determined. Moreover, the WPAN coordinator may be selected
because it has special computation capabilities, a bridging capability to other
network protocols, or simply because it was among the first participants in the
formation of the network.

1.3.3 IEEE 802.15.4 MAC Layer

The MAC layer provides access control to a shared channel and reliable data
delivery. IEEE 802.15.4 uses a protocol based on a CSMA/CA algorithm, which
requires listening to the channel before transmitting to reduce the probability of
collisions with other ongoing transmissions. The main functions performed by the
MAC sublayer are: association and disassociation, security control, optional star
network topology functions, such as beacon generation and Guaranteed Time Slots
(GTSs) management, generation of ACK frames (if used), and, finally, application
support for the two possible network topologies described in the standard.

IEEE 802.15.4 defines two different operational modes, namely beacon-enabled
and non beacon-enabled, which correspond to two different channel access
mechanisms.

In the non beacon-enabled mode, nodes use an unslotted CSMA/CA protocol to
access the channel and transmit their packets [30]. The algorithm is implemented
using units of time called backoff periods. Each node maintains two variables for
each transmission attempt: NB and BE: NB is the number of times the CSMA/CA
algorithm was required to backoff while attempting the current transmission; this
value will be initialized to 0 before each new transmission attempt and cannot
assume values larger than NBmax: BE is the backoff exponent related to the
maximum number of backoff periods a node will wait before attempting to assess
the channel. BE is initialized to the value of BEmin and cannot assume values larger
than BEmax: Figure 1.8 illustrates the steps of the CSMA/CA algorithm, starting
from when the node has data to be transmitted. First, NB and BE are initialized
and then the MAC layer will delay all activities for a random number of backoff
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periods in the range f0; . . .; 2BE � 1g [step (1)]. After this delay, channel sensing is
performed for one unit of time [step (2)]. If the channel is assessed to be busy [step
(3)], the MAC sublayer will increase both NB and BE by one, ensuring that BE is
not larger than BEmax: If the value of NB is less than or equal to NBmax; the CSMA/
CA algorithm will return to step (1). If the value of NB is larger than NBmax; the
CSMA/CA algorithm will terminate with a ‘‘Failure,’’ meaning that the node does
not succeed in accessing the channel. If the channel is assessed to be idle [step (4)],
the MAC layer will begin transmission of data immediately (‘‘Success’’ in
accessing the channel) (Fig. 1.9).

Fig. 1.8 The IEEE 802.15.4
CSMA/CA algorithm in the
non beacon-enabled mode

Fig. 1.9 The IEEE 802.15.4
CSMA/CA algorithm in the
beacon-enabled mode
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In the beacon-enabled mode [30], instead, the access to the channel is managed
through a superframe, starting with a packet, called beacon, transmitted by the
WPAN coordinator. The superframe may contain an inactive part, allowing nodes
to go in sleeping mode, whereas the active part is divided into two parts: the
Contention Access Period (CAP) and the Contention Free Period (CFP), composed
of GTSs, that can be allocated by the WPAN coordinator to specific nodes (see
Fig. 1.10). The use of GTSs is optional.

The duration of the active part of the superframe, containing CAP and CFP, is
called superframe duration, will be denoted, in the following, as SD; and can be
expressed as

SD ¼ 960 � 2SO � Ts; ð1:1Þ

where SO is the superframe order, an integer parameter ranging from 0 to 14, and
Ts is the symbol time. In this book, the 2.4 GHz band is considered, so that the
symbol rate is equal to 62.5 ksymbol/s, which brings to Ts ¼ 16 ls:

The duration of the whole superframe, i.e., the interval of time between two
successive beacons, is called beacon interval, will be denoted, in the following, as
BI; and can be expressed as

BI ¼ 16 � 60 � 2BO � Ts; ð1:2Þ

where BO is the beacon order, an integer parameter ranging from 0 to 14. Note
that BO must be not smaller than SO:

According to the standard, each GTS must have a duration multiple of 60 �
2SO � Ts and must contain the packet transmitted by the node to which the GTS is
allocated to and an inter-frame space, that is the minimum interval between two
subsequent packets received [30]. The WPAN coordinator may allocate up to
seven GTSs, but a sufficient portion of the CAP must remain for contention-based
access. The minimum CAP duration is equal to 440 Ts:

For what concerns the CSMA/CA algorithm used in the CAP portion of the
superframe, the only difference with the non beacon-enabled mode is that nodes

Fig. 1.10 The IEEE 802.15.4 superframe defined in the beacon-enabled mode
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have to find the channel free for two subsequent backoff periods before trans-
mitting the packet (see Fig. 1.9). To this aim, each node maintains another vari-
able, denoted as CW ; indicating the number of backoff periods that need to be
clear of channel activity before the transmission can start. First, CW is initialized
to 2. Then, once the node senses the channel [step (2)] (see Fig. 1.9), if the channel
is found free, CW is decremented by 1 and compared with 0: if CW [ 0; the
algorithm returns to step (2) and another sensing phase is implemented; otherwise
a transmission may start.

The other difference with the non-beacon-enabled case is that backoff period
boundaries of every node in the WPAN must be aligned with the superframe slot
boundaries of the coordinator. Therefore, the beginning of the first backoff period
of each node is aligned with the beginning of the beacon transmission. Moreover,
all transmissions will start on the boundary of a backoff period.

1.3.4 Data Transfer Protocol and MAC Frames

As a consequence of the different type of topologies and the possibility of
implementing beacon- and non beacon-enable modes, three different MAC data
transfer protocols are defined by the IEEE 802.15.4 standard.

• In the case of beacon-enabled star topology, a network device wishing to send data
to the WPAN coordinator needs to listen for a beacon. If it does not have a GTS
assigned, the device transmits its data frame in the CAP through CSMA/CA. If the
device has a GTS assigned, it waits for the appropriate one to transmit its data
frame. Afterwards, the WPAN coordinator sends back an ACK to the network
device, as shown in Fig. 1.11. When the WPAN coordinator has data for a network
device, it sets a special flag in its beacon. Once the appropriate network device
detects that the PAN coordinator has pending data for it, it sends back a ‘‘Data
Request’’ message. The WPAN coordinator responds with an ACK followed by

Fig. 1.11 Communication
from a network device to the
WPAN coordinator in a
beacon-enabled network
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the data frame and, finally, an ACK is sent by the network device, as shown in
Fig. 1.12.

• In the case of non beacon-enabled star topology, a network device wishing to
transfer a data frame to the WPAN coordinator uses CSMA/CA. The WPAN
coordinator responds to the network device, sending an ACK message, as shown
in Fig. 1.13. When a WPAN coordinator requires making a data transfer to a
network device, it shall keep the data until the network device sends a data
request message. If there are data pending, the ACK message from the WPAN
coordinator will contain information indicating the corresponding network
device, which will send the data immediately after receiving the ACK. Finally,
the network device acknowledges reception of the data frame, as shown in
Fig. 1.14.

• In the case of peer-to-peer topology, the strategy is governed by the specific
network layer managing the wireless network. A given network device may stay
in reception mode scanning the radio channel for on-going communications or

Fig. 1.12 Communication
from the WPAN coordinator
to a network device in a
beacon-enabled network

Fig. 1.13 Communication
from a network device to the
WPAN coordinator in a non
beacon-enabled network
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can send periodic ‘‘hello’’ messages to achieve synchronization with other
potential listening devices.

Finally, as far as the MAC frame structure is concerned, a MAC frame consists
of three parts: header, variable length payload, and footer. The MAC header
contains a frame control field and an addressing field. The MAC payload contains
information specific to the type of transaction being handled by the MAC. The
MAC footer consists of a 16-bit CRC algorithm. The maximum MAC payload size
is 127 bytes. Four types of MAC frames are defined: beacon, data, ACK, and MAC
command.

1.3.5 The IEEE 802.15.4 Topology Formation Procedure

The IEEE 802.15.4 Working Group defined a mechanism to support a WPAN
coordinator in channel selection when starting a new WPAN, and a procedure,
called association procedure, which allows other devices to join the WPAN.
A WPAN coordinator wishing to establish a new WPAN needs to find a channel
which is free from interference that would render the channel unsuitable (e.g., in a
multi-sink network, a channel may be already occupied by other WPANs). The
channel selection is performed by the WPAN coordinator through the energy
detection scan, which returns the measurement of the peak energy in each channel.
It must be noticed that the standard only provides the energy detection mechanism
but it does not specify the channel-selection logic. The operations accomplished by
a device to discover an existing WPAN and to join it can be summarised as
follows: (i) search for available WPANs; (ii) select the WPAN to join; (iii) start
the association procedure with the WPAN coordinator or with another FFD device,
which has already joined the WPAN. The discovery of available WPANs is per-
formed by scanning beacon frames broadcasted by the coordinators. Two different
types of scan, that can be used in the association phase, are proposed:

Fig. 1.14 Communication
from the WPAN coordinator
to a network device in a non-
beacon-enabled network
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1. passive scan: in beacon-enabled networks, the associated devices periodically
transmit beacon frames, so that the information on the available WPAN can be
derived by eavesdropping the wireless channels;

2. active scan: in non beacon-enabled networks, the beacon frames are not peri-
odically transmitted but shall be explicitly requested by the device by means of
a beacon request command frame.

After the scan of the channels, a list of available WPANs is used by the device
to choose the network to try to connect to. In the standard, no specific procedure to
select a WPAN is provided and, therefore, this selection among potential parents is
open for different implementations. Hence, the device sends an association request
frame to the coordinator device by means of which the selected network was
discovered. The association phase ends with a successful association response
command frame to the requesting device. This procedure basically results in a set
of MAC association relationships between devices named, in the following,
parent–child relationship.

1.4 Zigbee Upper Layers

As stated at the beginning of Sect. 1.3, one possible protocol stack solution to be
used on top of the IEEE 802.15.4 has been defined by the Zigbee Alliance [31].
The purpose of the ZigBee Alliance is to univocally describe the ZigBee protocol
standard in such a way that interoperability is guaranteed also among devices
produced by different companies, provided that each device implements the
ZigBee protocol stack.

The ZigBee stack architecture, shown in Fig. 1.15, is composed of a set of
blocks called layers. Each layer performs a specific set of services for the layer
above. Given the IEEE 802.15.4 specifications on PHY and MAC layers, the
ZigBee Alliance provides the network layer and the framework for the application
layer.

The responsibilities of the ZigBee network layer include: mechanisms to join
and leave a network, frame security, routing, path discovery, one-hop neighbours
discovery, neighbour information storage.

The ZigBee application layer consists of the application support sublayer, the
application framework, the ZigBee device objects and the manufacturer-defined
application objects. The responsibilities of the application support sublayer
include: maintaining tables for binding (defined as the ability to match two devices
together based on their services and their needs), and forwarding messages
between bound devices. The responsibilities of the ZigBee device objects include:
defining the role of the device within the network (e.g., WPAN coordinator or end
device), initiating and/or responding to binding requests, establishing secure
relationships between network devices, discovering devices in the network, and
determining which application services they provide.
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1.4.1 Zigbee Topologies

Three different types of topologies are supported by Zigbee: star, mesh, and tree-
based. Star topologies are the simplest, but they are not scalable with respect to the
number of nodes in the network and the area to be covered. Mesh and tree-based
topologies, instead, are suitable also for large networks, distributed over large
areas. For WSNs, where the set of destination nodes, that are the sinks, is separated
by those of sources, namely sensor nodes, tree-based topologies seem to be more
efficient than the others: in fact, routing is much simpler, and also distributed data
aggregation mechanisms are more efficient. In tree-based topologies, in fact, only
one path between each couple of nodes in the network is established, resulting in a
very simple routing (each node transmits packets to its parent in the tree). On the
other hand, the absence of redundant paths implies that a tree topology is not
robust to link failures: if a parent dies all the packets coming from its children are
lost. In mesh topologies, instead, multiple virtual paths between couples of nodes
may exist, requiring the use of efficient routing protocols, but also bringing to a
more flexible and reconfigurable network, more robust to link failures.

ZigBee supports three types of devices: ZigBee Routers (ZRs), able to perform
all the duties described in IEEE 802.15.4, including routing; ZigBee Coordinators
(ZCs), particular ZRs that manage the WPAN, and ZigBee End Devices (ZEDs),
that do not have routing capabilities. The ZC corresponds to the 802.15.4 WPAN
coordinator, ZRs are the FFDs, whereas the ZEDs are the RFDs.

Fig. 1.15 A detailed overview of ZigBee stack architecture
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The rest of the subsection is devoted to the Zigbee tree-based and mesh
topologies.

1.4.2 The Zigbee Tree-Based Topology

The Zigbee specifications [31] define a beacon-enabled tree-based topology as a
particular case of the IEEE 802.15.4 peer-to-peer networks (shown in Fig. 1.16). A
tree, rooted at the WPAN coordinator (the ZC), is formed, and nodes at a given
level transmit data to nodes at a lower level, to reach the WPAN coordinator,
which is at level zero, in the example shown in the figure. Two different types of
nodes are present in the tree: the ZRs, which receive data from their children and
forward them to their parent, toward the final ZC; and the ZEDs, the leaves of the
tree, that only transmit packets to parents.

The topology formation procedure is started by the WPAN coordinator, which
broadcasts beacon packets to neighbour nodes. A candidate node receiving the
beacon may request to join the network at the WPAN coordinator. If the WPAN
coordinator allows the node to join, it will start transmitting periodic beacons so
that other candidate nodes may join the network.

As stated above, nodes must be in beacon-enabled mode: each child node tracks
the beacon of its parent (see Fig. 1.17, where the tracking period is outlined as a
dashed rectangle). A core concept of this tree topology is that the child node may
transmit its own beacon at a predefined offset with respect to the beginning of its
parent beacon: the offset must always be longer than the parent superframe
duration and shorter than the beacon interval (see Fig. 1.17). This implies that
the beacon and the active part of child superframe reside in the inactive period of

Fig. 1.16 Tree-based network topology
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the parent superframe; therefore, there is no overlap at all between the active
portions of the superframes of child and parent. This concept can be expanded to
cover more than two nodes: the selected offset must not result in beacon collisions
with neighbouring nodes. This implies that the node must record the time stamp of
all neighbouring nodes and select a free time slot for its own beacon. Obviously, a
child will transmit a beacon packet only if it is a ZR in the tree; if the child is a
ZED, it has only to transmit the packet to its parent. Each child will transmit its
packet to the parent in the active part (CAP or CFP) of the parent superframe.

Therefore, each router in the tree, after the reception of the beacon coming from
the parent, will select the time interval to transmit its beacon (see Fig. 1.18).
Beacon scheduling is necessary to prevent the beacon frames of one device from
colliding with either the beacon frames or data transmissions of its neighboring
devices. This topology will be analysed in Chap. 5.

1.4.3 The Zigbee Mesh Topology

In the Zigbee mesh topology, devices do not have hierarchical relationships, but
they are allowed to be connected with any other device in the network directly or

Superframe duration

Beacon Interval
P tParent

Beacon tracking

Child

Beacon Tx offsetBeacon Tx offset

Fig. 1.17 The tracking of the
beacon’s parent, performed
by a generic child

Fig. 1.18 The superframe
structure used in the tree-
based topology
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via ZRs. In general, more than one path connects each couple of devices in the
network, such that in the case of link failures or if the environment changes, the
source device can find an alternative path on demand. The route discovery is
similar to that defined in the Ad-hoc On-demand Distance Vector (AODV)
algorithm [32]. The ZC is responsible for starting the network and with the ZRs for
discovering and maintaining the routes. In particular, to find a route toward a
destination node, a source node broadcasts a Route Request (RREQ) packet and
then intermediate nodes, having routing capabilities (i.e., ZRs), rebroadcast the
RREQ. Once the RREQ is received by the destination, it will reply with a unicast
Route Reply (RREP) packet sent to the source node passing through the selected
path. Paths are selected as follows. Every path has a length defined as the number
of devices in the path and a cost, which is the sum of the costs of all links
composing the path. In the ZigBee standard, the link cost is a function of the
probability of successful packet delivery through the equation:

Cf‘g ¼ minf7; roundðP�4
‘ Þg; ð1:3Þ

where P‘ is the probability of packet delivery on link ‘; that could be estimated
through the measure of the Link Quality Indication (LQI) provided by the IEEE
802.15.4 MAC and PHY. Links with a cost larger than three are assumed not to exist,
meaning that the two corresponding nodes are not connected. To find the optimal
route to a destination, each path is associated with a path cost which is the sum of the
costs of the single links that belong to the path: CfPg ¼

P
i Cf‘ig: The route which

minimizes the path cost is the optimal route. Path costs are recorded in the route
discovery table which contains also the address of the device that requests a route and
the address of the device that relayed the request to the current device. This address is
used for relaying the result of the route discovery back to the source device. To relay
a message along the path, the ZC and each router create and record tables, denoted as
routing tables, that contain the next-hop address for all possible destinations.

1.5 Current and Future Research on WSNs

Basically, the research in the field of WSNs started very recently with respect to
other areas of the wireless communication society, like broadcasting or cellular
networks. The first IEEE papers on WSNs were published after the turn of the
Millennium.

The first European projects on WSNs were financed after year 2001: during the
sixth and seventh Framework Programmes, some projects were financed by the
European Commission (EC), with explicit activities dedicated to communication
protocols, architectural and technological solutions for embedded systems: among
them, the first to be launched were WISENTS [33], e-SENSE [34], CRUISE [35], and
CONET [36]. In the US, the research on WSNs was boosted a few years before.

Standardization is a key issue for the success of WSN markets. For low data
rate applications (250 kbit/s on the air), IEEE 802.15.4 seems to be the most
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flexible technology currently available, while also Bluetooth Low Energy can be
attractive for applications demanding higher data rates. However, IEEE is also
currently developing a new standard specifically oriented to WSN for Body Area
Networks, through the Task Group 802.15.6. While this shows the perceived
relevance of standards in the research arena, it also sets the basis for the possible
creation of a heterogeneous WSN environment and opens the field to new tech-
nical solutions. In fact, many technical topics of WSNs are still considered by
research, as the current solutions are known to be non optimized, or too much
constrained.

Then, it is also relevant to mention that there exist two European Technology
Platforms, gathering all stakeholders in the field, related to the area of WSNs:
e-Mobility and ARTEMIS. They have drawn research agendas that will drive the
selection of large cooperative projects in the next years in Europe.

For a proper discussion on future WSN research directions, it is useful to split
this issue in two: some research efforts are in fact application-agnostic, while
others are mainly driven by market trends and future application needs.

1.5.1 Application-Agnostic Research Trends

From the physical layer viewpoint, clearly the need to have low-complexity and
low-cost devices does not push short term research in the direction of advanced
transmission techniques, while in the medium-long term the application of some
novel concepts, such as, for example, cognitive radio networking, might be applied
to WSNs. The wide use of unlicensed bands for WSNs leads to the situation that
they often need to be deployed in environments were many other wireless devices
operate, e.g., WiFi systems, etc. A proper use of the radio resource in such
unplanned and dynamic environment requires the ability to adapt transmission
techniques to the current use of the spectrum. Therefore, some adaptability to the
spectrum usage needs to be implemented in future platforms for WSNs.

MAC and network layers have attracted a significant attention in the past years
and still deserve investigation. In particular, combined approaches that jointly
consider MAC and routing seem to be very successful. Once more, making MAC
and routing protocols spectrum-aware can bring relevant performance improve-
ments in some environments.

Topology creation, control, and maintenance are very hot topics. Especially
with the IEEE 802.15.4 standard, which allows creation of several types of
topologies (stars, mesh, trees), these issues play a very significant role.

One more general paradigm that will be applied to the field of WSN is
cooperation, defined as the ability of individual entities or objects (that could be
sensors, controllers or actuators) to use communication as well as dynamic and
loose federation to jointly strive to reach a common goal while taking care not to
overtax their available resources [36].

24 1 Wireless Sensor Networks



1.5.2 Market- and Application-Driven Research Trends

The development of WSN solutions requires significant efforts in terms of tailoring
of the available HW/SW platforms to the specific needs of the applications.
Therefore, the development/deployment costs can be very high, if the market size
is small. As a consequence, the most successful applications of WSN technology
will be those oriented to applications including large number of nodes.

Large number of nodes require the presence of many contexts of similar nature
where the same technology/application can be deployed. As examples, for this
discussion, we consider buildings, humans, and vehicles: all these ‘‘contexts’’ exist
in the current world in large numbers and, as such, they represent huge potential
markets.

• Buildings: monitoring and control of building energy efficiency is one of the
most relevant applications for WSNs in the short term. The sensing of energy
consumption in residential buildings requires the installation of sensor nodes in
each electric appliance, counting up to tens of devices per residential unit. In a
large building, hundreds or even thousands of nodes might be deployed, and
interference and network management issues might be based on complex
approaches. Scale factors might be introduced in the market because of these
large numbers, bringing to significant cost decreases. In this scenario, part of the
nodes might be networked through wired connections using the electric grid,
and part by means of the technology of WSNs. The application of cognitive
radio networking concepts, mentioned above, might be very useful in such
dynamic and unpredictable interference contexts.

• Humans: body area networks for health applications are one of the emerging
markets for WSNs. However, other applications might be considered dealing
with humans: inter-body communication networks might be of interest in sev-
eral fields of applications, ranging from mood-based services for human net-
working to specific professional contexts. This type of application requires the
exchange of personal body-generated information among humans that can
interact for few seconds while walking or moving. Therefore, many challenges
raise from the viewpoint of the ability of the WSNs to fast react to new requests
of association, etc..

• Vehicles: in this context, two types of applications might be considered. First,
the applications where vehicles download data from fixed on-board sensors used
for transportation purposes. Second, the applications where fixed sensors upload
the sensed data on vehicles passing by, with the opportunistic goal of having
such information carried to the final destination exploiting the partially pre-
dictable movements of vehicles. The latter concept is sometimes mentioned as
opportunistic networking and is one of the emerging paradigms of future
wireless networks. In these scenarios, only delay-tolerant applications can be
run, with the advantage of the efficient exploitation of all types of resources
available in the environment where the WSN is deployed.
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1.6 Further Readings

The increasing interest for WSNs is shown by the large amount of works, which
one can found in the literature. In particular, several books and tutorial papers have
been published in the last few years [1–4, 6, 8]. Moreover, the introduction of the
IEEE 802.15.4 and Zigbee standards has growth the interest for this technology
also in the industry. More information can be found on the respective websites,
http://www.ieee802.org/15/pub/TG4.html and http://www.zigbee.org

In the recent literature, different works addressed the estimation of a scalar field
using random WSNs. As an example, [24] presents a distributed algorithm able to
estimate the gradient of a generic smooth physical process (energy constraints and
nodes failure are not considered there). In [25], the relationship between the
random topology of a sensor network and the quality of the reconstructed field is
investigated and some guidelines on how sensors should be deployed over a spatial
area for efficient data acquisition and reconstruction are derived. Distributed
source coding techniques can be successfully exploited to reduce the amount of
data to be transmitted and, hence, to improve the network energy efficiency [37].
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Part II
Distributed Processing





Chapter 2
Distributed Detection of Spatially
Constant Phenomena

In this chapter, we analyze the problem of distributed detection of a spatially
constant phenomenon in IEEE 802.15.4-based Wireless Sensor Networks (WSNs).
We first present a communication-theoretic framework on distributed detection in
clustered sensor networks with tree-based topologies and hierarchical multi-level
fusion. The sensor nodes observe a binary phenomenon and transmit their own
data to an Access Point (AP), possibly through intermediate Fusion Centers (FCs),
which perform majority-like fusion strategies. Note that the AP functionality is
concentrated in the Personal Area Network (PAN) coordinator and this notation is
used to highlight the fact that the AP is the network collector. Moreover, the FCs
correspond, according to an IEEE 802.15.4 notation, to Full Function Devices
(FFDs), whereas the sensors are implemented through Reduced Function Devices
(RFDs). We investigate the impact of uniform and non-uniform clustering
on the system performance, evaluated in terms of probability of decision error on
the phenomenon status at the AP. Our results show that, in the absence of
inter-node interference (low traffic load), uniform clustering leads to minimum
performance degradation, which depends only on the number of decision levels,
rather than on the specific clustered topology.

Since the uniform clustering topology allows to reduce the performance loss
incurred by multi-level information fusion, we then investigate the benefits, in
terms of longer network lifetime, of adaptive reclustering. In particular, life-
time is studied under a physical layer Quality of Service QoS constraint, given
by the maximum tolerable probability of decision error at the AP. On the other
hand, absence of reclustering leads to a shorter network lifetime, and we show
the impact of various clustering configurations under different QoS conditions.
Our results show that, in the absence of inter-node interference, the organiza-
tion of sensors in a few big clusters is the winning strategy to maximize
network lifetime. Moreover, the observation of the phenomenon should be
frequent in order to limit the penalties associated with the reclustering
procedure.

C. Buratti et al., Sensor Networks with IEEE 802.15.4 Systems,
Signals and Communication Technology, DOI: 10.1007/978-3-642-17490-2_2,
� Springer-Verlag Berlin Heidelberg 2011

31



Although our analysis is based on the assumption of constant Signal-to-Noise
Ratio (SNR) at the sensors, we show how to extend it to sensor networks char-
acterized by non-constant observation SNRs at the sensors. Furthermore, we
show how the impact of communication noise in the links between the sensors and
the AP depends on the sensor SNR profile (i.e., the spatial distribution of the
observation noise). More precisely, different sensor SNR profiles are compared
under two alternative assumptions: (i) common maximum sensor SNR or (ii)
common average sensor SNR. Finally, we study how to combine decoding and
fusion at the AP to improve the performance in scenarios where the sensors
communicate to the AP through noisy communication links. Simple distributed
channel coding strategies are considered, using either repetition coding at each
sensor (i.e., multiple observations) or distributed (network-wide) systematic block
channel coding. In the latter case, the use of a relay is proposed. In all cases, the
system performance is analyzed separating or joining the decoding and fusion
operations at the AP. Our results show that the schemes with joint decoding and
fusion show a significant performance improvement with respect to that of
schemes with separate decoding and fusion and the use of multiple observations is
often the winning choice at practical values of the probability of decision error.

The analytical approach introduced in this chapter is extended to realistic sensor
networks, based on commercial protocols. In particular, simulation and experi-
mental (relative to IEEE 802.15.4-based networks) results, which confirm the
analytical predictions, are presented, enriching the proposed analytical framework
and showing how typical networking performance metrics (such as throughput and
delay) are influenced by the probability of decision error.

This chapter is structured as follows. In Sect. 2.1, we present the analytical
framework to analyze the performance of distributed detection schemes in clustered
sensor networks. In Sect. 2.2, we analyze the sensor network lifetime in the presence
of the proposed distributed detection strategies. In Sect. 2.3, we extend our
framework to take into account possible non-constant SNR spatial distributions at
the sensors. In Sect. 2.4, we extend the framework also to take into account the
presence of different detection/fusion strategies. In Sect. 2.5, concluding remarks
are given and, finally, a brief review of the literature is presented in Sect. 2.6.

2.1 Distributed Detection in Clustered Sensor Networks

2.1.1 Preliminaries on Distributed Binary Detection

We consider a network scenario where n sensors observe a common binary
phenomenon whose status is defined as follows:

H ¼ H0 with probability p0

H1 with probability 1� p0

�
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where p0,PfH ¼ H0g, being Pf�g the probability of a given event. In the
remainder of this book, if no otherwise stated, we will focus on a scenario with
equal a priori probabilities of the phenomenon, i.e., p0 ¼ p1 ¼ 1=2. However,
similar results can be derived for a scenario with p0 6¼ 1=2. The sensors are
clustered into nc\n groups, and each sensor can communicate only with its local
first-level FC. The first-level FCs collect data from the sensors in their corre-
sponding clusters and make local decisions on the status of the binary phenome-
non. In a scenario with two levels of information fusion, each local FC transmits to
the AP, which makes the final decision. A logical representation of this archi-
tecture is shown in Fig. 2.1.

The observed signal at the ith sensor1 can be expressed as

ri ¼ cE þ ni i ¼ 1; . . .; n ð2:1Þ

where

cE,
0 if H ¼ H0

s if H ¼ H1

�

and nif g are additive noise samples. Assuming that the noise samples fnig are
independent with the same Gaussian distribution Nð0; r2Þ, the common SNR at
the sensors can be defined as follows:

SNRsensor ¼
½EfcEjH1g � EfcEjH0g�2

r2
¼ s2

r2
: ð2:2Þ

Each sensor makes a decision comparing its observation ri with a threshold value
si and computes a local decision ui ¼ Uðri � siÞ, where Uð�Þ is the unit step

H

Fig. 2.1 Block diagram of a
clustered sensor network with
distributed binary detection
and two decision levels

1 Note that in this case we do not refer, for the ease of clearness, to the specific cluster, as done in
Fig. 2.1. The particular situation will clarify the ambiguity.
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function. In order to optimize the system performance, the thresholds sif g need to
be optimized. Even though, in general, a common value of the decision threshold
for all sensors might not be the best choice, in the remainder of this chapter we
assume that all sensors use the same decision threshold s. While in a scenario with
no clustering and ideal communication links between the sensors and the AP the
relation between the optimized value of s and s is well known [1], in the presence
of clustering it is not. In the following, the value of s will be optimized scenario by
scenario. More precisely, we consider a possible (discrete) set of values which can
be assumed by s : fsmin; smin þ Ds; smin þ 2Ds; . . .; smaxg. In other words, s can
assume values in ½smin; smax� at regular steps of (sufficiently small) width Ds. For a
given sensor SNR, the probability of decision error is evaluated for each possible
value of s, and the minimizing value is selected as threshold. In all considered
cases, the optimized value of the common threshold is around

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNRsensor

p
=2, as

already observed in [1, 2].
In a scenario with noisy communication links, modeled as Binary Symmetric

Channels (BSCs), the decision ui sent by the ith sensor can be flipped with a
probability corresponding to the cross-over probability of the BSC model and
denoted as p [3]. In general, a BSC might not be the best modelling choice for a
wireless communication link, which might experience block fading [4–7]. How-
ever, in the presence of memoryless communication channels the use of a cross-
over probability p is accurate. More precisely, p can be given a precise expression
depending on the type of channel (with Additive White Gaussian Noise (AWGN)
or bit-by-bit independent fading). Therefore, our simple model can give significant
insights into the network behavior in many situations. The received bit at the
fusion point (either an FC for clustered networks or directly the AP in the absence

of clustering), referred to as uðrÞi , can be expressed as

uðrÞi ¼
ui with probability 1� p

1� ui with probability p:

�

In the presence of noisy links, the value of the optimized local threshold s, fixed for
all sensors, might be different from that in a scenario with ideal communication
links. As for the case with ideal communication links, this optimization will be
carried out, for given SNR and clustering configuration, by minimizing the prob-
ability of decision error, as outlined at the end of the previous paragraph. Note that
the best strategy would consist in using a properly optimized set of decision
thresholds sif g at the sensors. In particular, in a more general scenario where the
type of event perceived by the sensor might vary, a more refined per-cluster opti-
mization of the sensor decision threshold could be considered. However, since we
are interested in monitoring a spatially constant binary phenomenon, we consider a
simpler optimization approach, where the same threshold is used at all sensors.

While the communication links between sensors and first level FCs can be
noisy, we assume that the other communication links in the network (i.e., from
each FC to higher level FCs or the AP) are ideal. The rationale behind the
assumption of ideal high-level links lies in the fact that in practical sensor network
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design the FCs are likely to be placed relatively close to the AP. Therefore, under
the assumption of a robust access control mechanism, one can assume that these
links are ideal. The proposed analytical framework can be extended to encompass
the presence of higher level noisy links. Moreover, realistic sensor network
scenarios (with collisions) will be analyzed, through simulations and experiments,
in Sect. 2.1.5.

We point out that the specific topologies of the considered networks are not
explicitly taken into account. For instance, the distances between nodes are not
explicitly mentioned. This corresponds to the assumption of modelling all noisy
communication links as BSCs with the same cross-over probability. In order to
extend our analytical framework, while still keeping the simple BSC-based link
modelling, one can consider different cross-over probabilities (they could be
associated with a specific network topology). This motivates the use of weighing
fusion schemes, where the decisions to be fused together are weighed by the
corresponding link qualities [8].

2.1.2 Analytical Framework

2.1.2.1 Uniform Clustering

In a scenario with uniform clustering, the sensors are grouped into identical
clusters, i.e., each of the nc clusters contains dc sensors, with nc � dc ¼ n. A pic-
torial description of a uniformly clustered sensor network with n ¼ 16 sensors and
two decision levels is shown in Fig. 2.2: there are nc ¼ 4 clusters with dc ¼ 4
sensors each.

According to the assumption of majority-like information fusion considered
in this chapter, the jth FC (j ¼ 1; . . .; nc) computes a local decision using the
following rule:

Fig. 2.2 An example of a
uniformly clustered sensor
network with n ¼ 16 sensors.
There are nc ¼ 4 clusters with
dc ¼ 4 sensors each
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bHj ¼ C uðjÞ1 ; . . .; uðjÞdc

� �
¼ 0 if

Pdc

m¼1 uðjÞm \k

1 if
Pdc

m¼1 uðjÞm � k

(

ð2:3Þ

where uðjÞm is the mth decision of a sensor in the jth cluster and k is the FC decision
threshold—since the clusters have the same dimension, the threshold k ¼
bdc=2c þ 1 is the same at all FCs. The AP decides with the following majority-like

rule based on the local FC decisions fbHjg:

bH ¼ W bH1; . . .; bHnc

� �
¼

H0 if
Pnc

j¼1
bHj\kf

H1 if
Pnc

j¼1
bHj� kf

(

ð2:4Þ

where kf ¼ bnc=2c þ 1 is the fusion threshold at the AP. Using a combinatorial
approach (based on the repeated trials formula [9]) and taking into account the
decision rules (2.3) and (2.4), the probability of decision error at the AP can be
expressed as follows:

Pe ¼ PfbH ¼ H1jH0gPfH0g þ PfbH ¼ H0jH1gPfH1g
¼ p0 binðkf ; n; nc; binðk; dc; dc;QðsÞÞÞ

ð2:5Þ

þð1� p0Þ binð0; kf � 1; nc; ðk; dc; dc;Qðs� sÞÞÞ ð2:6Þ

where QðxÞ,
R1

x
1ffiffiffiffi
2p
p expð�y2=2Þ dy and

binða; b; n; zÞ,
Xb

i¼a

n
i

� �

zið1� zÞðn�iÞ ð2:7Þ

where a; b; n 2 N and z 2 ð0; 1Þ. If nc ¼ kf ¼ 1 and dc ¼ n, i.e., there is no clus-
tering, and the probability of decision error (2.6) reduces to that derived in [3].

We point out that the majority fusion rule (2.3) with FC decision threshold
k ¼ bdc=2c þ 1 is exact for odd values of k. For even values of k, the proposed
fusion strategy tends to favor a final decision equal to ‘0.’ For example, if dc ¼ 2,
then only the received sequence 11 leads to a final decision in favor of ‘1.’
However, since in all considered scenarios the two statuses of the binary phe-
nomenon are equiprobable, setting k to bdc=2c would unbalance the decision
towards ‘1,’ but, on average, the final performance would be the same.

Although we have previously derived the probability of decision error in a
scenario with uniform clustering and two levels of information fusion, this
analysis can be extended to a scenario with three levels of information fusion. In
Fig. 2.3c, the logical structure of a sensor network with three decision levels is
illustrated. For comparison, in the same figure the schemes with (a) no clustering
and (b) two decision level uniform clustering are also shown. One should note
that Fig. 2.3b is logically equivalent to the network schemes shown in Figs. 2.1
and 2.2. In a three decision level scenario the probability of decision error at the
AP becomes
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Pe ¼ p0 binðkf ; nc2 ; nc2 ; binðk2; dc2 ; dc2 ; binðk1; dc1 ; dc1 ;QðsÞÞÞÞ
þ ð1� p0Þ binð0; kf � 1; nc2 ; binðk2; dc2 ; dc2 ; binðk1; dc1 ; dc1 ;Qðs� sÞÞÞÞ

ð2:8Þ

where nci and dci denote the number of clusters and nodes per cluster at the ith
level (i ¼ 1; 2), whereas ki ði ¼ 1; 2) is the majority-like fusion threshold at the ith
level.

We remark that the above derivation can be straightforwardly extended to a
scenario with a generic number of fusion levels. As for the scenario with uniform
clustering and one decision level, the thresholds fkig can be optimized by mini-
mizing the probability of decision error at the AP.

2.1.2.2 Non-Uniform Clustering

Assuming a two-level sensor network topology, the probability of decision error in
a generic scenario with non-uniform clustering can be evaluated as follows. Define

the cluster size vector D,fdð1Þc ; dð2Þc ; . . .; dðncÞ
c g, where dðiÞc is the number of sensors

in the ith cluster (i ¼ 1; . . .; nc) and
Pnc

i¼1 dðiÞc ¼ n. Furthermore, define also the
following two probability vectors:

P1j1
, p1j1

1 ; p1j1
2 ; . . .; p1j1

nc

n o
P1j0
, p1j0

1 ; p1j0
2 ; . . .; p1j0

nc

n o

where p1j1
‘ ðp

1j0
‘ , respectively) is the probability that the ‘th FC decides for H1

when H1 (H0, respectively) has happened. We still consider the use of a common
threshold s at the sensors, and its value is optimized as described in Sect. 2.1.1.
The elements of P1j1 (equivalently, the elements of P1j0) are, in general, different
from each other and depend on the particular distribution of the sensors among the
clusters. In [8], it is shown that the probability of decision error can be expressed
as follows:

SENSORS

AP

(a)

SENSORS

AP

FIRST-LEVEL FCs

SECOND-LEVEL FCs

(c)

SENSORS

AP

FCs

(b)

Fig. 2.3 Basic structures for sensor networks with distributed detection. Three cases are shown:
a absence of clustering, b uniform clustering with two levels of information fusion, and c uniform
clustering with three levels of information fusion

2.1 Distributed Detection in Clustered Sensor Networks 37



Pe ¼ p0

Xn

i¼kf

X
nc
ið Þ

j¼1

Yn

‘¼1

ci;jð‘Þp1j0
‘ þ ð1� ci;jð‘ÞÞð1� p1j0

‘ Þ
n o

þ ð1� p0Þ
Xk�1

i¼0

X
nc
ið Þ

j¼1

Yn

‘¼1

ci;jð‘Þp1j1
‘ þ ð1� ci;jð‘ÞÞð1� p1j1

‘ Þ
n o

ð2:9Þ

where ci;j ¼ ðci;jð1Þ; . . .; ci;jðncÞÞ is a vector which designates the jth configuration
of the decisions from the first-level FCs in a case with i ‘1’s (and, obviously, nc � i
‘0’s). In Table 2.1, the possible configurations of ci;j are shown in the presence of
nc ¼ 3 clusters. For example, c1;2 is the second possible configuration with one ‘1’
(and two ‘0’): the ‘1’ is the decision of the second FC.

A scenario with uniform clustering can be interpreted as a special case of a
generic non-uniform scenario. In this case, in fact, the elements of the three vectors

D, P1j1, and P1j0, become equal, i.e.:

dðiÞc ¼ dc

p1j1
i ¼ binðk; dc; dc;Qðs� sÞÞ

p1j0
i ¼ binðk; dc; dc;QðsÞÞ

8
<

:

8i ¼ 1; . . .; nc. It can be shown that (2.9) reduces to (2.6) in the presence of
uniform clustering.

2.1.2.3 Scenarios with Noisy Communication Links

In a scenario with non-uniform clustering and two decision levels, the probability
of decision error can be derived from (2.9), by replacing the probabilities

fp1ji
‘ g

i¼0;1
‘¼1;...;nc

with the probabilities fp1ji
‘;noisyg

i¼0;1
‘¼1;...;nc

, which take into account the

noise in the communication links between sensors and FCs and are defined as
follows:

Table 2.1 Possible
configurations of ci;j in a
scenario with nc ¼ 3 clusters

i j ci;j

0 1 000
1 100

1 2 010
3 001
1 110

2 2 101
3 011

3 1 111
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p1j0
‘;noisy dð‘Þc

� �
¼
Xd
ð‘Þ
c

m¼k‘

dð‘Þc

m

� �

Pm
10Pdð‘Þc �m

00 ð2:10Þ

p1j1
‘;noisy dð‘Þc

� �
¼
Xd
ð‘Þ
c

m¼k‘

dð‘Þc

m

� �

Pm
11Pdð‘Þc �m

01 ð2:11Þ

where k‘ depends on the number of packets received at the ‘th FC. Since the same
majority-like fusion rule of the AP is applied to each FC, the same considerations
given above for kf still apply here for the value of k‘.

In (2.10), P10 ¼ 1� P00 is the probability that a sensor decision sent to an FC is
in favor of H1 when H0 has happened and can be expressed, according to the BSC
model for a noisy communication link, as

P10 ¼ QðsÞð1� pÞ þ 1� QðsÞ½ �p: ð2:12Þ

In fact, the first term at the right-hand side is obtained when there is an obser-
vation error but error-free communications, whereas the second term is obtained
when there are error-free observations but communication errors. Similarly, in
(2.11) P11 ¼ 1� P01 represents the probability that a decision sent by a sensor to
an FC is in favor of H1 when H1 has happened and can be given the following
expression:

P11 ¼ Qðs� sÞð1� pÞ þ 1� Qðs� sÞ½ �p: ð2:13Þ

Finally, the probability of decision error in a scenario with noisy communication
links becomes

Pe ¼ p0

Xn

i¼kf

X
nc
ið Þ

j¼1

Yn

‘¼1

ci;jð‘Þp1j0
‘;noisy þ ð1� ci;jð‘ÞÞð1� p1j0

‘;noisyÞ
n o

þ ð1� p0Þ
Xkf�1

i¼0

X
nc
ið Þ

j¼1

Ync

‘¼1

ci;jð‘Þp1j1
‘; þ ð1� ci;jð‘ÞÞð1� p1j1

‘;noisyÞ
n o

: ð2:14Þ

2.1.3 Communication-Theoretic Characterization

2.1.3.1 Ideal Communication Links

The analytical framework presented in Sect. 2.1.2 leads to a communication-
theoretic characterization of the network performance in terms of probability of
decision error at the AP as a function of the sensor SNR and the communication
noise level.

2.1 Distributed Detection in Clustered Sensor Networks 39



In Fig. 2.4, the probability of decision error is shown, as a function of the sensor
SNR, in the case with n ¼ 16 sensors, considering two and three decision levels.

In the scenario with two decision levels, the following topologies are possible:

• 8-8 (2 clusters with 8 sensors each);
• 4-4-4-4 (4 clusters with 4 sensors each);
• 2-2-2-2-2-2-2-2 (8 clusters with 2 sensors each).

For a three decision level scenario, the following topologies are considered:

• 4-4-4-4/2-2 (4 first-level FCs, each connected with 4 sensors, and 2 second-level
FCs, each connected with 2 first-level FCs);

• 2-2-2-2-2-2-2-2/4-4 (8 first-level FCs, each connected with 2 sensors, and 2
second-level FCs, each connected with 4 first-level FCs);

• 2-2-2-2-2-2-2-2/2-2-2-2 (8 first-level FCs, each connected with 2 sensors, and 4
second-level FCs, each connected with 2 first-level FCs).

Lines and symbols (circles, triangles, and stars) correspond to analytical and
simulation results, respectively. For comparison, the probability of decision error
with no clustering is also shown. We point out that the simulation results shown in
Fig. 2.4 and those shown, in the following, in Fig. 2.5 are meant to verify the
correctness of the analytical framework. In other words, these results are obtained
by simulating systems which are identical to those behind the analytical models.
Obviously, the agreement between analysis and simulations is perfect, as no
approximations were included. In Sect. 2.1.5, instead, the presented simulation
results will refer to realistic IEEE 802.15.4 networks.

In Fig. 2.4, only one curve is shown for the scenario with two levels of
information fusion, since the performance curves associated with all possible
configurations (i.e., 8-8, 4-4-4-4, 2-2-2-2-2-2-2-2) overlap. This implies that one
can choose between a uniform network topology with a small number of large
clusters and a uniform network topology with a large number of small clusters, still
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Fig. 2.4 Probability of
decision error, as a function
of the sensor SNR, in a
scenario with n ¼ 16 sensors
and uniform clustering
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guaranteeing the same performance level. The intuition behind this result is the
following.

• If one considers an architecture with small clusters, then fusion at the first-level
FCs is not effective. However, many local cluster decisions are then fused
together, and this allows to recover (partially) the first-level information loss.

• On the other hand, considering large clusters leads to more reliable local first-
level decisions. However, a few of them are then fused together, so that the
supplementary (higher-level) refinement is not relevant.

Similar considerations also hold for a three decision level scenario. We point
out that in Fig. 2.4 the obtained analytical expressions of the probability of
decision error are numerically evaluated and verified through simulations.

Comparing the performance in the absence of clustering with that in the
presence of uniform clustering (with either two or three decision levels), one can
conclude that the larger is the number of decision levels, the worse is the per-
formance. This is intuitive, since a larger number of decision levels corresponds to
a larger number of partial information losses in correspondence to the fusion
operations. However, this holds in scenarios with ideal communication links. In a
wireless communication scenario, where some links may be completely obstruc-
ted, a sensor network with multiple communication layers might not yield the
worst performance.

Although the analytical framework derived in the previous subsections is
general, the presented results refer to networks with a (relatively) small number of
sensors. However, our framework can be extended to scenarios with a large
number of sensors. To this regard, in [8] a simple, yet very accurate, approxi-
mation of the derived framework, based on the application of the De-Moivre
Laplace (DML) theorem, is proposed.

In order to evaluate the impact of non-uniform clustering, we consider a scenario
with n ¼ 16 sensors and various non-uniform network topologies. In Fig. 2.5, the
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probability of decision error is shown, as a function of the sensor SNR, considering
no clustering, two level uniform clustering, and various configurations with two
decision levels and non-uniform clustering (explicitly indicated). For comparison,
the curve in the absence of quantization at the sensors is also shown. The lines
correspond to analytical results, whereas symbols are associated with simulations.
In the scenarios with non-uniform clustering, the considered configurations are
8-2-2-2-2 (5 clusters, out of which 4 contain 2 nodes each and 1 contains 8 nodes),
10-2-2-2, and 14-1-1. As one can see from Fig. 2.5, in the presence of majority-like
information fusion the higher is the non-uniformity degree among the clusters, i.e.,
the more unbalanced is clustering, the worse is system performance. Consequently,
a sensor network designer should avoid non-uniform configurations with one big
cluster and remaining small clusters. In general, a two-level uniformly clustered
scenario is desirable, since it guarantees the smallest energetic loss with respect to a
network with no clustering. However, uniform clustering in a realistic scenario
might not be possible (e.g., in environmental monitoring applications). In fact, the
area over which the sensors are distributed could be irregular and, therefore, uni-
form clustering of the sensors could not be feasible. An interesting application of
our framework could consist in the identification of non-uniform clustering
‘‘classes,’’ with similar performance per class. This could help significantly a net-
work designer in predicting, for example, the performance degradation caused by
the loss of some sensors (e.g., for battery exhaustion).

The above analysis in non-uniformly clustered scenarios applies to situations
where the AP does not know the exact distribution of the sensors among the clusters.
This is meaningful, for instance, in large networks where only local topology
knowledge is possible. If, on the other hand, the distribution is very unbalanced (e.g.,
14-1-1 with n ¼ 16 sensors) and the AP knows the exact topology, the less reliable
decisions originated by small clusters can be ignored. In a scenario with n ¼ 16
sensors and the considered 14-1-1 topology, at Pe ¼ 10�4 a sensor SNR gain equal to
5.47 dB can be obtained without using, at the AP, the decisions associated with the
smaller clusters—this corresponds to the performance of a sensor network with
n ¼ 14 sensors and no clustering. Therefore, knowledge of the clustering configu-
ration at the AP allows to obtain a performance very close to that in the absence of
clustering. In particular, in the previous case with n ¼ 16 sensors and 14-1-1 con-
figuration, the sensor SNR loss (with respect to a scenario with no clustering) can be
reduced to 0.77 dB by using only the decision sent by the 14-sensor cluster. Our
current focus, however, is on the comparison of clustering topologies when the AP
gives the same weight to all received decisions. This is meaningful for a dynamic
sensor network scenario, where sensors might die and sensors clusters might become
unbalanced. In this case, intelligent reclustering techniques can be used to improve
the system performance, as it will be shown in Sect. 2.2.

In Fig. 2.6, the probability of decision error is shown, as a function of the sensor
SNR, for different values of the number of sensors n in a scenario with uniform
clustering. In particular, the considered values for n are 16, 20, 32, 40, and 64.
Observe that only one curve is associated with each value of n, since we have
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previously shown that the performance does not depend on the number of clusters
(for a given n), as long as clustering is uniform. Obviously, the performance
improves (i.e., the probability of decision error decreases) when the number of
sensors in the network becomes larger. The results in Fig. 2.6 will be used in
Sect. 2.2.1 to compute the sensor network lifetime under a QoS condition on the
maximum acceptable probability of decision error.

2.1.3.2 Noisy Communication Links

While in Sect. 2.1.3.1 the performance in scenarios with ideal communication links
has been analyzed, we now turn our attention to scenarios with noisy communication
links. In particular, it is interesting to investigate how the probability of decision error
behaves as a function of the communication noise level, i.e., the cross-over proba-
bility p. To this end, we introduce a communication-theoretic QoS condition, in
terms of the maximum tolerable probability of decision error, denoted as P�e , at the
AP. A physical layer-oriented QoS condition can be written as

Pe�P�e : ð2:15Þ

Since the probability of decision error is a monotonically decreasing function of
the sensor SNR, the QoS condition (2.15) can be equivalently rewritten as

SNRsensor� SNR�sensor

where SNR�sensor depends on P�e . It is then possible to evaluate the performance
under a desired QoS constraint, given by the maximum tolerable probability of
decision error P�e .

In Fig. 2.7, the value of the minimum sensor SNR required to guarantee P�e , i.e.,
SNR�sensor, is shown, as a function of the cross-over probability p, in scenarios (i)
without clustering and (ii) with clustering and two decision levels, respectively. Two
possible values for P�e are considered: (i) 10�3 (curves with circles) and (ii) 10�4

(curves with triangles). As expected, when the noise level increases, the minimum
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sensor SNR required to guarantee the desired network performance also increases. In
fact, since communications become less reliable, a higher accuracy in the observa-
tion phase is needed in order to maintain the same overall performance. Besides, one
can observe that there exists a vertical asymptote in each curve in Fig. 2.7. In other
words, there exists a critical value pcrit of the noise level, such that: (i) for p\pcrit, the
sensor network is operative, i.e., there exists a finite value of the sensor SNR which
satisfies the desired QoS condition (2.15); (ii) for p [ pcrit, instead, the network is not
operative, i.e., it is not possible to achieve the desired performance level, regardless
of the value of the sensor SNR. One could equivalently describe this behavior as
bimodal. This is a typical behavior of distributed communication networks, such as
the bimodal connectivity behavior in ad hoc wireless networks [10–14]. Proper
operation of the considered sensor networks with distributed detection can be
equivalently interpreted as a symptom of network connectedness. In Fig. 2.7, this
bimodal behavior is also confirmed in a scenario with uniform clustering and two
decision levels. However, in the latter case the impact of the communication noise is
stronger with respect to a scenario with no clustering, i.e., the network looses con-
nectivity for smaller values of p. Consequently, the larger is the number of decision
levels in the network, the lower is the maximum tolerable communication noise
level.

2.1.4 Joint Communication/Information-Theoretic
Characterization

The considered sensor network schemes can be modeled as ‘‘black boxes’’ with a

binary input (the phenomenon H) and a binary output (the decision bH at the AP).

Using the model in Fig. 2.1, the final decision bH can be described as a binary

random variable2 with P0,PðbH ¼ H0Þ. In a scenario with two-level uniform

0 0.04 0.08 0.12 0.16

p

6

9

12

15

SNRsensor

[dB]

1 decision level
 (no clustering)

  2 decision levels
(uniform clustering)

*

Fig. 2.7 Minimum sensor
SNR required to obtain a
desired QoS, in scenarios
with noisy communication
links in the cases (i) without
clustering and (ii) with
uniform clustering and two
decision levels. Two possible
QoS conditions are
considered: (i) P�e ¼ 10�3

(lines with circles) and (ii)
P�e ¼ 10�4 (lines with
triangles)

2 Note that the definition of P0 ¼ PfbH ¼ H0g (relative to the decision bH) is different from that
given for the a priori probability of the phenomenon p0 ¼ PfH ¼ H0g given in Sect. 2.1.1.
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clustering and ideal communication links, the parameter P0 can be rewritten (using
the results in Sect. 2.1.1) as

P0 ¼ p0 binð0; kf � 1; nc; binðk; dc; dc;QðsÞÞÞ
þ ð1� p0Þ binð0; kf � 1; nc; binðk; dc; dc;Qðs� sÞÞÞ: ð2:16Þ

We remark that Eq. 2.16 may look identical to (2.6). In (2.16), however, the term

on the right-hand side in the first row corresponds to PfbH ¼ H0jH0g, whereas in

(2.6) it is given by PfbH ¼ H1jH0g—the second parameter of the function ‘‘bin’’
is, in fact, different in the two cases.

The mutual information of the Binary Input Binary Output (BIBO) sensor
network can then be written as [15, Chap. 2]

IðH; bHÞ ¼ HeðbHÞ � HeðbH jHÞ

where Heð�Þ is the entropy of a random variable; in particular, HeðbH jHÞ is the

conditional entropy of bH given H [15]. After a few manipulations, the mutual
information becomes

IðH; bHÞ ¼ He p0ð1� p10Þ þ ð1� p0Þp01ð Þ � p0Heðp10Þ � ð1� p0ÞHeðp01Þ
ð2:17Þ

where pij,PfbH ¼ HijHjg, i; j ¼ 0; 1.
In Fig. 2.8, the probability of decision error is shown, as a function of the

mutual information, for the same scenario considered in Fig. 2.5, i.e., with no
clustering (circles), uniform clustering (triangles), and non-uniform clustering
(pluses, 14-1-1 configuration), respectively. The communication links are ideal.
The curves considered in this figure are parameterized curves, obtained by
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combining probability of decision error curves with mutual information curves,
through the common parameter given by the sensor SNR. As one can see, the
curves associated with different sensor network topologies overlap. In other
words, for a given value of the mutual information, the probability of decision
error is fixed. Note, however, that a specific mutual information is obtained in
clustered (for example, 4-4-4-4 or 2-2-2-2-2-2-2-2) and non-clustered scenarios
for different values of the sensor SNR (in the figure, a few representative points
associated with two SNRs are highlighted). This means that, for a given mutual
information, the presence of clustering leads to an energetic loss at the sensors
(in the observation phase). The loss with non-uniform clustering is higher than
with uniform clustering. Similar curves can be derived for the other scenarios
considered in this chapter, e.g., for a large number of sensors, with more than
two decision levels, and in the presence of noisy communication links between
sensors and first-level FCs (with sufficiently low values of the noise level p).
However, the network behavior does not change, i.e., for a fixed value of the
mutual information, the probability of decision error is uniquely determined.

In Fig. 2.9, the probability of decision error is shown, as a function of the
mutual information, in a scenario with n ¼ 16 sensors and uniform clustering.
Communication links between sensors and first-level FCs are noisy, with cross-
over probability p ¼ 0:05. The limiting (for SNRsensor !1) operating points
over the Pe � I curve of a BIBO sensor network, corresponding to all possible
numbers of decision levels (1–4, respectively), are shown. For a given number of
decision levels, the system operating point moves from the position corre-
sponding to I ¼ 0 (for very low values of SNRsensor) to the corresponding lim-
iting point, which is asymptotically approached for SNRsensor !1. As one can
see, the presence of noise over the communication links limits the maximum
achievable mutual information, i.e., the maximum information transfer rate
across the network.
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In [16], possible simplified expressions for the probability of decision error (as
a function of the mutual information) are presented. In particular, (i) polynomial
approximations, (ii) asymptotic (for sufficiently large sensor SNR) analytical
expressions, and (iii) bimodal approximations (valid for all sensor SNRs) are
derived.

2.1.5 Realistic Clustered Networks with Data Fusion

In this subsection, we present simulation and experimental results which validate
our analytical framework on distributed detection in practical sensor networking
scenarios, where nodes comply with the IEEE 802.15.4 standard.

2.1.5.1 Simulations

The simulations have been carried out with the Opnet Modeler simulator [17] and
a built-in IEEE 802.15.4 network model designed at the National Institute of
Standards and Technologies (NIST) [18]. This model provides only the first two
layers of the ISO/OSI stack, and we have extended it with a simple Opnet model
for a FC, which, in addition to providing relaying functionalities, implements the
intermediate data fusion mechanisms described in the previous subsections. Our
Opnet model assumes strong line-of-sight communications between the sensors
and the FCs, and between the FCs and the coordinator.

According to the theoretical analysis, the sensors make a noisy observation
(affected by AWGN) of a randomly generated binary phenomenon H and make
local decisions on the status of the phenomenon. Subsequently, the sensors embed
their decisions into proper data packets of length 216 bits,3 which are sent either to
the coordinator (in the absence of clustering) or to the first-level FCs (in the
presence of clustering). The decisions are assumed to be either 0 (no phenomenon)
or 1 (presence of the phenomenon). Obviously, if some packets are lost due to
medium access collisions, decisions (either at the FCs or at the AP) are made only
on the basis of the received packets (this leads to a reduced reliability of the
decisions). If all the packets related to a set of observations of the same phe-
nomenon are lost, instead, the final binary decision is random. Finally, if half of
the decisions are in favor of one phenomenon status and the other half are in favor
of the other, the coordinator decides for the presence of the phenomenon. More
details about the implementation of the data fusion mechanism in Opnet can be
found in [19].

3 This length corresponds to a payload of 96 bits and a header of 120 bits introduced by physical
and MAC layers.
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In both scenarios, it is possible to evaluate, by simulation, the probability of
decision error. Together with the probability of decision error, the simulator allows
to evaluate (i) the packet delivery fraction, denoted as n and defined as the ratio
between the number of packets correctly delivered at the coordinator and the
number of packets sent by the sensors, and (ii) the delay, defined as the time
interval between the transmission instant and the reception instant of a generic
packet. Results about the aggregate throughput [dimension: (pck/s)], defined as
Sagg ¼ n � g � n, where n is the number of transmitting sensors and g is the packet
generation rate (set to 2 pck/s in all simulation results presented in the remainder
of this subsection), can be found in [19]. Moreover, no acknowledgement (ACK)
messages are used to confirm successful transmissions. In order to eliminate
possible statistical fluctuations, each simulation performance point is obtained by
averaging the results of ten Opnet simulation runs.

In Fig. 2.10, the packet delivery fraction and the delay are shown as functions
of the number n of transmitting sensors. These curves are obtained considering a
fixed observation SNR at the sensors (equal to 0 dB). Our results, however, show
that the packet delivery fraction and the delay are not affected by the value of the
observation SNR at the sensors. We consider, in fact, ideal communication
channels, so that only the observations at sensors are noisy, whereas the packets
sent from the sensors to either an FC (clustered schemes) or the coordinator
(non-clustered schemes) are received without errors. Consequently, the perfor-
mance does not depend on the considered SNR, since packet delivery fraction
and delay are network performance indicators and do not depend on the obser-
vation reliability. The packet delivery fraction (solid line with circles) decreases
monotonically. In particular, for small values of n, it remains close to 1. When
the number of transmitting nodes increases, instead, the number of collisions
in the channel increases as well, and the packet delivery fraction reduces.
In the same figure, the delay (dotted line with diamonds) is also shown. As the
intuition suggests, the delay is short for small values of n. When the traffic
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Fig. 2.10 Performance analysis in a scenario without clustering: packet delivery fraction and
delay performance as functions of the number n of transmitting sensors
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increases, instead, due to a larger number of collisions, the delay is longer, since
the channel is busy for a longer period of time and the probability of finding the
channel idle reduces. Finally, for large values of n, the delay seems to start
saturating to a maximum value. In this case, in fact, due to the increased offered
traffic, at least one sensor is likely to be ready to send its packet as soon as the
channel becomes idle.

In Fig. 2.11, we analyze the impact of non-uniform clustering on the probability
of decision error—as a performance benchmark, the probability of decision error in
the case with uniform clustering is also shown. We consider scenarios with n ¼ 16
sensors and the following network configurations: (i) no clustering, (ii) 8-8, (iii)
4-4-4-4 FCs, (iv) 14-1-1, (v) 10-2-2-2, and (vi) 8-2-2-2-2. According to the results
in Fig. 2.11, the best performance is obtained in the absence of clustering, whereas
the worst performance is obtained in the 14-1-1 scenario, i.e., with 3 FCs and
non-uniform clustering. From Fig. 2.11, one can conclude that, in the presence
of non-uniform clustering, the performance improves for relatively balanced
clusters (as also predicted by the analytical framework). In this case, in fact,
decisions made by intermediate FCs are more reliable, so the final decision
made by the coordinator is more likely to be correct. In the case of uniform
clustering, instead, the probability of decision error is not affected by the
number of clusters in the network, as long as the total number of sensors
remains the same: observing Fig. 2.11, one can note that the curves relative to
the scenarios with four 4-sensor clusters and two 8-sensor clusters are almost
overlapped. This is due to the fact that a smaller number of clusters is com-
pensated by a higher quality of the intermediate decisions. This result is in
agreement with the theoretical conclusions reached in Sect. 2.1.3.1. However,
note that the performance in IEEE 802.15.4 scenarios worsens with respect to
the analytical case, because the simulator takes into account the losses due to
collisions. Since some packets may be lost, the probability of decision error is
influenced by the collisions.
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2.1.5.2 Experiments

In order to verify the predictions of the theoretical framework from an experi-
mental perspective, we consider a networking set-up formed by MicaZ nodes [20].
MicaZ platforms include an ATmega128L 7.3 MHz micro-controller [21], FLASH
and EEPROM memories, and a 2.4 GHz IEEE 802.15.4 Chipcon CC2420 radio-
frequency transceiver [22]. The nodes’ operating system is TinyOS. The experi-
mental set-up is characterized by n ¼ 16 nodes, organized in uniform clusters,
with two and three decision levels, respectively. In our implementation, each node
observes a ‘‘0’’ phenomenon and adds a Gaussian observation noise generated
through the function ‘‘random’’ available in the TinyOS environment. According
to the local decision threshold, each source node makes a decision on the observed
phenomenon and embeds it in a packet to be transmitted. Since each TinyOS
packet is formed by a payload of 30 bytes (the first byte contains the dimension
and the following 29 the information data), we embed in each packet 29� 8 ¼
232 consecutive binary decisions. This corresponds to 232 consecutive (time-wise)
realizations of the observed binary phenomenon. The packets originated by the
source nodes are then transmitted, through the intermediate FCs, to the AP. Note
that a packet duration is of the order of 1 ms, and consecutive packet transmissions
are separated by approximately 0.1 s. The transmit power is set to �25 dBm and
the sensitivity threshold at the receivers is -100 dBm. The distances between
communicating nodes (of the order of 2 m) are such that the received power is
significantly higher than the sensitivity threshold. The data fusion mechanisms at
the intermediate FCs and at the AP follows the majority decision rules described in
the analytical framework.

The experimental Bit Error Rate (BER) performance is shown in Fig. 2.12. In
the same figure, for comparison, we also show the corresponding theoretical
results extracted from Fig. 2.4. As one can see, the experimental results are
slightly worse than the theoretical ones (as observed also, in Sect. 2.1.5.1 for
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simulation results), but confirm the trend. This discrepancy is due to the more
realistic experimental scenario, where some packets may get lost because of the
wireless communication links. Since the decision rules at the FCs and at the AP do
not adapt to the number of received observations, this explains the performance
degradation. We point out that in our experiments the packet losses are typically
not due to collisions, i.e., the traffic load of the considered network scenarios is too
low to create problems at the access level. On the opposite, the performance
degradation is due to losses of packets due to propagation reasons.

2.2 Extending the Lifetime of Clustered Sensor Networks

2.2.1 Sensor Network Lifetime under a Physical Layer QoS
Condition

In order to evaluate the sensor network lifetime, one needs first to define when the
network has to be considered ‘‘alive.’’ We assume that the network is ‘‘alive’’ until
the QoS condition in (2.15) is satisfied. When a sensor in the network dies (e.g.,
there is a hardware failure or its battery exhausts), the probability of decision error
increases since a smaller number of sensors is alive (see, for instance, Fig. 2.6).
Moreover, the presence of a specific clustering configuration might make the
process of network death faster. More precisely, the network dies when the desired
QoS condition (2.15) is no longer satisfied, as a consequence of the death of a
critical sensor. Therefore, the network lifetime corresponds to the lifetime of this
critical sensor. Obviously, the criticality of a sensor’s death depends on the par-
ticular sequence of previous sensors’ deaths.

On the basis of the considerations in the previous section, in order to estimate
the network lifetime one, first, needs to consider a reasonable model for the sensor
lifetime. We denote by FðtÞ,PfTsensor� tg the Cumulative Distribution Function
(CDF) of a sensor’s lifetime Tsensor (the same for all sensors) and we consider the
following exponential distribution as representative:

FðtÞ ¼ 1� e�t=l
h i

UðtÞ ð2:18Þ

where l is the mean of the exponential distribution, the time t is measured in
arbitrary units [dimension: (aU)]. We have chosen the distribution in (2.18) as a
good model for a sensor lifetime [23, Ch. 8]. Note that the results presented here
for an exponential distributions also hold for other sensor lifetime distributions
[24].

As mentioned before, we are interested in analyzing the network behavior when
the QoS condition (2.15) is satisfied. More precisely, in the following subsections
we evaluate the sensor network lifetime in scenarios with (A) ideal reclustering
and (B) no reclustering. The obtained results are then commented.
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2.2.1.1 Analysis with Ideal Reclustering

In the case of ideal reclustering, the network dynamically reconfigures its topology,
immediately after a sensor death, in order to recreate a uniform configuration. Obvi-
ously, the time needed for rearranging the network topology depends on the specific
strategy chosen in order to reconfigure correctly (according to the updated network
configuration) the connections between the sensors and the FCs and those between the
FCs and the AP. In Sect. 2.2.2, a simple reconfiguration strategy will be proposed.

Given a maximum tolerable probability of decision error P�e , one can determine
the smallest number of sensors, denoted as nmin, required to satisfy the desired QoS
condition. For instance, considering Fig. 2.6 and fixing a maximum tolerable value
P�e , one can observe that, for decreasing numbers of sensors, at some point the
actual probability of decision error Pe becomes higher than P�e . In other words, the
probability of decision error is lower than P�e if at leastnmin sensors are alive or,
equivalently, until ncrit ¼ n� nmin þ 1 sensors die. Therefore, denoting as Tnet the
network lifetime, one can write:

PfTnet� tg ¼ Pfat least ncrit sensors have Tsensor\tg

where Tsensor is the sensor lifetime (recall that this random variable has the same
distribution for all sensors) with CDF FðtÞ. Since the lifetimes of different sensors
are assumed independent, using the repeated trials formula, one obtains

PfTnet� tg ¼
Xn

i¼ncrit

n
ncrit

� �

FðtÞ½ �i 1� FðtÞ½ �n�i:

2.2.1.2 Absence of Reclustering

In the previous subsection, we have analyzed the network evolution in an ideal
scenario where the topology is dynamically reconfigured in response to a sensor
death (e.g., because of the depletion of its battery or hardware failure). However, it
might happen that the initial clustered configuration is fixed, i.e., the connections
between sensors, FCs, and AP cannot be modified after a sensor death. In this case,
the following question is relevant: is there an optimum initial topology which leads
to longest network lifetime? In order to answer this question, we will analyze the
network evolution in scenarios where there is no reclustering. The network is still
considered dead when the QoS condition (2.15) is no longer satisfied.

In the absence of ideal reclustering, an analytical performance evaluation is not
feasible, i.e., there does not exist a closed-form expression for the CDF of the
network lifetime. In fact, the CDF depends on the particular network evolution,
i.e., it depends on how the sensors die among the clusters in the network.
Therefore, each sequence of sensors’ deaths is characterized by a specific lifetime,
and one needs to resort to simulations in order to extrapolate an average statistical
characterization. The simulations are performed according to the following steps.
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1. The lifetimes of all n sensors are generated according to the chosen distribution
and the sensors are randomly assigned to the clusters.

2. The sensors’ lifetimes are ordered in an increasing manner.
3. After a sensor death, the network topology is updated.
4. The probability of decision error is computed in correspondence to the surviving

topology determined at the previous point: if the QoS condition (2.15) is satisfied,
then the evolution of the network continues from step 3, otherwise, step 5 applies.

5. The network lifetime corresponds to the lifetime of the last dead sensor.

In Fig. 2.13, the CDF of the network lifetime is shown, as a function of time, in
a scenario with n ¼ 32 sensors grouped, respectively, in 2, 4, and 8 clusters. The
sensor SNR is set to 5 dB and the maximum tolerable probability of decision error
is P�e ¼ 10�3. For comparison, the curve associated with ideal reclustering is also
shown. One can observe that the larger is the number of clusters, the worse is the
performance, i.e., the higher is the probability of network death. Moreover, the
curve associated with two clusters is very close to that relative to ideal reclu-
stering. In fact, in a scenario with only two clusters, the average number of sensors
which die in each cluster is approximately the same and, consequently, the
topology remains approximatively uniform.

In Table 2.2, the network lifetime corresponding to a CDF equal to 0.9 (i.e., an
outage probability of 90%) is shown, assuming an exponential sensor lifetime
(with l ¼ 1 aU), for various clustering configurations and values of the maximum
tolerable probability of decision error P�e . The number of sensors is n ¼ 64. For
comparison, the network lifetime with ideal reclustering is also shown. From the
results in Table 2.2, the following observations can be carried out.

• For a small number of clusters (2 or 4), the lifetime reduction, with respect to a
scenario with ideal reclustering, is negligible. This is to be expected from the
results in Fig. 2.13 and is due to the fact that the sensors die ‘‘more or less’’
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uniformly in all clusters. When the number of clusters increases beyond 4, the
network lifetime starts to reduce appreciably. Therefore, our results show that,
in the absence of ideal reclustering, the winning strategy to prolong network
lifetime is to form a few large clusters.

• The impact of the QoS condition is very strong. In fact, when the QoS condition
becomes more stringent (i.e., P�e decreases), the network lifetime shortens, since
a smaller number of sensor deaths is sufficient to violate this condition. On the
other hand, if the QoS condition is less stringent, then a larger number of sensors
have to die in order to violate it.

• The impact of the number of nodes on the network lifetime has not been directly
analyzed. However, since the performance improves when the number of sen-
sors increases (as shown in Fig. 2.6), one can conclude that, for a fixed QoS
condition, a network with a larger number of sensors will satisfy the QoS
condition for a longer time and, therefore, the network lifetime will be pro-
longed. Equivalently, one can impose a stronger QoS condition (a lower value of
P�e), still guaranteeing the same network lifetime.

2.2.2 Analytical Computation of Network Lifetime

In Sect. 2.2.1, we have analyzed the network performance without taking into
account the cost of reclustering. In this subsection, instead, we investigate, from an
analytical viewpoint, the cost of the used reclustering protocol in terms of its
impact on the sensor network lifetime. In order to evaluate the cost of reclustering,
one first needs to detail a reclustering protocol. We remark that we limit ourselves
mainly (but not only) to scenarios with two (big) clusters, since they are associated
with the minimum loss, in terms of probability of decision error at the AP, with
respect to the scenario with the absence of clustering.

The reclustering protocol which will be used can be characterized as follows.

1. When an FC senses that a sensor belonging to its cluster is dead, e.g., when it
does not receive packets from this sensor, it sends a control message, referred to
as ‘‘ALERT,’’ to the AP.

Table 2.2 Sensor network lifetime corresponding to an outage probability equal to 90% in a
scenario with n ¼ 64 sensors and SNRsensor ¼ 5 dB. Three values for the maximum tolerable
probability of decision error P�e are considered: (i) 10�2, (ii) 10�3, and (iii) 10�4. The mean
parameter of the exponential distribution is l ¼ 1 aU. All time values in the table entries are
expressed in aU

P�e Ideal
reclustering

No reclustering (2
clusters)

No reclustering (4
clusters)

No reclustering (8
clusters)

10�2 2.1 2.1 2.0 1.68

10�3 1.3 1.3 1.2 1.012

10�4 0.78 0.78 0.74 0.725
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2. Assuming that the AP is aware of the current network topology, when it
receives an ALERT message, it decides if reclustering has to be carried out.
If so, the optimized network topology is determined.

3. If no reclustering is required, the AP sends to both FCs an ‘‘OK’’ message to
confirm the current topology. On the other hand, if reclustering has to be carried
out, another message, referred to as ‘‘CHANGE’’ and containing the new
topology information, is sent to the FCs. In the latter case, the FCs send the
CHANGE message also to sensors in order to allow them to communicate with
the correct FC from then on.

4. If reclustering has happened, the sensors retransmit their previous packet to the
FCs according to the new topology and a new data fusion is carried out at
the AP.

In Fig. 2.14, the behavior of this simple protocol is pictured in an illustrative
scenario with n ¼ 11 sensors and two clusters (with 6 and 5 sensors, respectively).
The control messages associated with solid lines are exchanged in the absence of
reclustering, whereas the messages associated with dashed lines are exchanged in
the presence of reclustering.

In order to derive a simple analytical framework for evaluating the sensor
network lifetime, the following assumptions are expedient.

(a) The observation frequency, referred to as fobs, is sufficiently low to allow
regular transmissions from the sensors to the AP and, if necessary, the
applicability of the reclustering protocol (this is reasonable for scenarios where
the status of the observed phenomenon does not change rapidly).

(b) Transmissions between sensors and FCs and between FCs and AP are sup-
posed instantaneous (this is reasonable, for example, if FCs and AP are con-
nected through wired links or very reliable wireless links).

(c) Data processing and topology reconfiguration are instantaneous (this is rea-
sonable if the processing power at the AP is sufficiently high).

(d) There is perfect synchronization among all nodes in the network (this is a
reasonable assumption if nodes are equipped with synchronization devices,
e.g., global positioning system).
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Fig. 2.14 Message exchange
in the proposed reclustering
protocol. A network scenario
with n ¼ 11 sensors and two
clusters (with 6 and 5 sensors,
respectively) is considered.
The control messages
evolution follows the death of
a sensor
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The proposed reclustering algorithm and the assumptions above might look too
simplistic for a realistic wireless sensor network scenario. However, they allow to
obtain significant insights about the cost, in terms of network lifetime, of adaptive
reclustering.

We preliminary assume that the duration of a data packet transmission has no
influence on the lifetime of a single sensor—a more accurate analysis, which takes
properly into account the actual duration of a data transmission, will be proposed
in Sect. 2.2.4. In this case, the network lifetime can be written as

Tnet ¼
Xncrit

i¼1

Td;i

where ncrit has been introduced in Sect. 2.2.1.1 and Td;i is the time interval between
the ði� 1Þth sensor death and the ith sensor death. Obviously, Td;1 is the time
interval until the death of the first sensor and can be written as

Td;1 ¼ min
j¼1;...;n

Tj

� 	
ð2:19Þ

where Tj is the lifetime of the jth sensor. Since Tnet is a r.v., one could determine its
statistics (e.g., the CDF). However, in order to concisely characterize the impact of
reclustering, it is of interest to evaluate its average value, i.e.,

E Tnet½ � ¼ E

Xncrit

i¼1

Td;i

" #

: ð2:20Þ

2.2.2.1 Absence of Reclustering

In this case, ncrit and fTd;ig in (2.20) are independent r.v.s. In fact, they depend on
the sensors’ lifetime distribution and on the particular evolution (due to the nodes’
deaths) of the network topology. Therefore, the sum in (2.20) is a stochastic sum.
Using the conditional expectation theorem and the fundamental theorem of
probability [9], one can write

E

Xncrit

i¼1

Td;i

" #

¼
Xn

j¼1

Pfncrit ¼ jg
Xj

i¼1

E Td;i


 �
:

At this point, one needs to resort to simulations to compute the probabilities
fPðncrit ¼ jÞg. In fact, they strongly depend on the particular network evolution
before its death.

2.2.2.2 Ideal Reclustering

In Sect. 2.2.1, we have shown that the presence of ideal reclustering leads to an
upper bound on the network lifetime, i.e., it tolerates the maximum number of
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sensors’ deaths before the network dies. This bound can be analytically evaluated
using (2.20) and replacing ncrit with the value nR

crit defined as follows:

nR
crit ¼ min

n�
crit
¼1;...;n

fPeðafter n�crit sensors’ deathsÞ�P�eg:

The value of nR
crit can be determined by numerical inversion of the QoS condition.

Therefore, an upper bound for the network lifetime can be expressed as

UBTnet
,E Tnetjncrit ¼ nR

crit


 �
¼
Xn

R
crit

i¼1

E Td;i


 �
: ð2:21Þ

In this case, one can observe that the sum in (2.21) is deterministic and, therefore,
can be analytically evaluated through the computation of fE Td;i


 �
g. In [24], it is

shown that this upper bound is equal to

UBTnet
¼ l

n
þ
Xn

R

i¼2

l
n� i

ðn� iþ 1Þ2
: ð2:22Þ

Similarly, we can derive a lower bound on the network lifetime. This bound, for a
fixed number of sensors, is obtained when all sensors’ deaths occur in the same
cluster. In this way, for a fixed topology, the highest possible probability of
decision error is obtained at each instant and, consequently, the corresponding
network lifetime is the shortest possible. This bound can be expressed as

LBTnet
,E T jncrit ¼ nLB

crit


 �
¼ l

n
þ
Xn

LB
crit

i¼2

l
n� i

ðn� iþ 1Þ2
: ð2:23Þ

Expression (2.23) for LBTnet
is derived from (2.22) by replacing nR

crit with nLB
crit,

which is obtained through simulations, since it depends on the network evolution.
The value of LBTnet

is smaller than that of UBTnet
, since nR

crit [ nLB
crit. As previously

mentioned, we consider an initial topology with two big clusters. In fact, this
scenario allows to obtain the lowest probability of decision error at each instant,
because the network topology is less unbalanced than in scenarios with a higher
number of clusters, e.g., 8. Therefore, evolution of the lower bound (2.23) in
correspondence to a scenario with two clusters leads to the tightest possible lower
bound with respect to a scenario with no reclustering.

Finally, one needs to evaluate the extra time required by the application of the
reclustering procedure. We will refer to this quantity as TR. Under the given
assumptions and since the probability that reclustering has happened is equal to 1/2
(the derivation of this probability is summarized in [24]), TR can be expressed as

TR ¼ ðnR
crit � 1ÞTRECL
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where TRECL represents the time required by a single reclustering operation. The
duration of this time interval cannot be a priori specified, since it depends on the
dimensions of the OK, CHANGE, and ALERT messages, the data-rate, and other
network parameters. It is reasonable to assume that the longer is the average sensor
lifetime l, the shorter should be (proportionally) TRECL. In other words, one could
assume TRECL ¼ c � l, where c is small if l is large and vice versa. In general, c
can be chosen to model accurately the situation of interest.

Finally, one can define a time penalty as the ratio between the time necessary
for the application of the reclustering protocol and the total time, given by the sum
of reclustering and ‘‘useful’’ times (i.e., the time spent for data transmission). It
follows that:

Ptime ¼ TR

T þ E Tnet½ � ¼
ðncrit � 1ÞTRECL

ðnR
crit � 1ÞTRECL þ l

n þ
PnR

crit

i¼2 l n�i
ðn�iþ1Þ2

: ð2:24Þ

After a few mathematical passages, from (2.24) one obtains

PtimeJ
ðn� k� � 1Þc

ðn� k� � 1Þcþ 1
nþ lnðn� 2Þ � lnðk� � 1Þ ð2:25Þ

where we have used the fact that
Pm

i¼1 1=i ’ ln mþ 0:577 [25].
From (2.25) and owing to the fact that k� is approximately constant, one can

analytically show that

lim
n!1

Ptime ’ 1 8c:

In other words, if the number of sensors is large, for a fixed value of c the proposed
reclustering algorithm does not guarantee a limited time penalty. Similarly, one
can show that

lim
c!0

Ptime ’ 0 8n:

In other words, for a fixed number of nodes the reclustering protocol is effective,
using the algorithm proposed in Sect. 2.2.2, provided that the duration of a single
reclustering operation is sufficiently short (e.g., very small control packets are used).

2.2.3 Numerical Results

In Fig. 2.15, numerical results based on the application of the analytical framework
derived in Sects. 2.2.2.1 and 2.2.2.2 are shown. In particular, (a) the average net-
work lifetime E Tnet½ � and (b) the critical number of deaths ncrit are shown as func-
tions of the number of sensors n. The average network lifetime in a scenario with no
reclustering (for various numbers of clusters) is compared with the upper and lower
bounds derived in Sect. 2.2.2.2. The QoS condition is associated with P�e ¼ 10�3
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and the sensor SNR is set to 5 dB. In order to compare these results with those in
Sect. 2.2.1.2, the distribution of the sensors’ lifetime is assumed to be exponential
with l ¼ 1 aU. From the results in Fig. 2.15a, one can observe that, when the
number of sensors increases, also the network lifetime becomes longer, since a
larger number of sensors’ deaths have to occur in order to violate the QoS condition.
This is confirmed in Fig. 2.15b, where the critical number of sensors’ deaths is
shown as a function of the number of sensors. Moreover, as expected, the sensor
network lifetime in the absence of reclustering is shorter than in the presence of ideal
reclustering (with the proposed reclustering protocol), since the network topology
becomes less and less uniform and, therefore, the probability of decision error
becomes higher and higher. As previously shown in Fig. 2.13, when the initial
number of clusters is equal to two, the network lifetime with no reclustering is very
close to that corresponding to the application of the reclustering protocol. This is due
to the fact that the sensors’ deaths are, on average, equally distributed among the two
clusters, i.e., there is a sort of ‘‘natural’’ reclustering. Finally, one can observe that
when the number of clusters in the initial topology increases (e.g., is equal to 8) the
network lifetime drastically reduces for small values of the number of sensors, since
it is more difficult to satisfy the QoS condition. However, it is interesting to observe
that for sufficiently large values of n, the lifetime penalty incurred by the presence of
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Fig. 2.15 Sensor network
performance using the
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a large number of clusters is negligible, suggesting that there may exist a minimum
cluster dimension which guarantees acceptable performance. This is probably due to
the fact that when the number of sensors is sufficiently large, the cluster dimension
is also sufficiently large and, consequently, its lifetime is longer. Therefore, the
lifetime of the entire sensor network is longer, since the network topology is less
unbalanced.

2.2.4 Energy Budget

The analysis of the reclustering cost provided in Sect. 2.2.2 is ideal, since it does
not consider the energy spent by the nodes in the network. Although this
assumption is reasonable for the FCs and the AP,4 this is not realistic for remote
nodes (sensors) which need to rely on batteries with limited energy. Moreover,
there is a delay associated with a packet transmission. In this subsection, the
realistic network energy consumption is evaluated in the presence of ideal reclu-
stering, using the reclustering protocol proposed in Sect. 2.2.2. In order to analyze
this energy consumption, we will refer to a commercial WSN with a communi-
cation protocol based on the IEEE 802.15.4 standard (also considered in
Sect. 2.2.6) [26]. In particular, while the first analysis does not take into account
the energy of the sensor battery, we then show the impact of a limited battery
energy at the sensors.

2.2.4.1 Analysis with Infinite Energy Battery at the Sensors

The energetic cost, for a single sensor, of the application of our reclustering
algorithm can be written as

Cen
tot ¼ Pt Ctime

tot ð2:26Þ

where Cen
tot is the total cost in terms of energy spent by a sensor, Pt is the transmit

power at each sensor, and Ctime
tot is the total time cost associated with packet trans-

mission. After a few manipulations, the total energetic cost can be written as [24]

Cen
tot ¼ Pt

1
2

Lcont þ Ldata

Rb

� 


nR
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� �
þ

8
<

:
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 �
9
=

;

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Costfortransmission

ofdatapackets : Ctime
data

ð2:27Þ

4 In fact, they may be placed by the network designer so that they can be power-supplied.
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where Rb is the data-rate [dimension: (bit/s)], Lcont and Ldata are, respectively, the
length of a control packet and data packet [dimension: (b/pck)], and fobs is the
observation frequency. Expression (2.27) for the energetic cost represents the total
energy spent by any of the n� nR

crit surviving sensors after the network death.
Obviously, this energetic cost represents a worst case, since there are nR

crit nodes
(i.e., those which die while the network is still alive) which spend a smaller
amount of energy in their shorter lifetimes. An average cost per sensor can be
easily computed using the same approach proposed above. In [24], the following
expression for the average energy cost is derived:

C
en

tot ¼ PtðC
time

R þ C
time

data Þ

¼ Pt

ðnR
crit � 1ÞðLdata þ LcontÞ

4Rb

þ Ldatafobs

Rbn

Xn
R
crit

i¼1

ðn� nRÞE Td;i


 �
þ
Xi

j¼1

E Td;j


 �
 !8

<

:

9
=

;
:

ð2:28Þ

Similarly to (2.24), we define the following energy penalties:

Pen�1
,

Cen
R

Cen
tot

¼ Ctime
R

Ctime
R þ Ctime

data

ð2:29Þ

Pen�2
,

C
en

R

C
en

tot

¼ C
time

R

C
time

R þ C
time

data

ð2:30Þ

where Pen�1 is the worst-case penalty (associated with a sensor which survives
until the end) and Pen�2 is the average-case penalty (associated with the average
energetic costs among all sensors in the network). As mentioned before, the energy
penalties (2.29) and (2.30) take into account, with respect to (2.24), realistic
network parameters, such as Ldata, fobs, Rb, and Pt.

In Fig. 2.16, the energy penalty is shown, as a function of the number of sensors
n and the observation frequency fobs, in the two cases previously highlighted: (a)
worst-case energy consumption (obtained by using expression (2.29)) and (b)
average-case energy consumption (obtained by using expression (2.30)). In order
to compare the results in Fig. 2.16 with the results given in the previous subsec-
tions, we have set P�e ¼ 10�3 and SNRsensor ¼ 5 dB. Realistic values for the
network parameters, provided by the IEEE 802.15.4 standard, correspond to
Pt ¼ 1 mW, Rb ¼ 250 Kbit/s, Ldata ¼ 1024 bit/pck, and Lcont ¼ 80 bit/pck.5 One
can note that for small values of the observation frequency (rare observations), the
performance worsens since the network spends more time in reclustering than in

5 In our analysis, we use the maximum possible data-rate allowed by the IEEE 802.15.4
standard, i.e., Rb ¼ 250 Kbit/s. However, our experimental results show that only a maximum
value Rb ¼ 25 Kbit/s can be achieved by practical sensor networks [27]. Moreover, the length
of data packets is the maximum allowed by the standard.
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transmitting useful data. For a fixed value of the number of sensors n, the fol-
lowing limits hold:

lim
fobs!0

Pen�1 ¼ Cen
R

Cen
R

¼ 1 lim
fobs!0

Pen�2 ¼ C
en

R

C
en

R

¼ 1:

Besides, one can observe that for increasing values of the observation frequency
(frequent observations), the performance is better. In fact, for a fixed number of
sensors, there is a larger number of data transmissions from the sensors to the AP
and the value of Den

R becomes increasingly negligible with respect to the value of
Den

data. Analytically, one can write

lim
fobs!1

Pen�1 ¼ 1
Cen

data

¼ 0 lim
fobs!1

Pen�2 ¼ 1

C
en

data

¼ 0:

Note that a high value of the observation frequency might not be admissible. In
fact, in Sect. 2.2.2 we have supposed that the inverse of the observation frequency
is much smaller than the time necessary to complete a transmission to the AP and,
eventually, the reclustering protocol (hypothesis (a) in Sect. 2.2.2).
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2.2.4.2 Analysis with Energy-Limited Battery at the Sensors

In the previous derivations, the proposed framework and the presented results have
used arbitrary time units. However, it is of interest to map these arbitrary time
units into realistic units. In order to do so, we assume that a node is equipped with
a limited-energy battery with initial energy Ebattery [dimension: (J)]. When a sensor
battery energy exhausts, the sensor dies and, consequently, the network is closer to
breaking the QoS condition. The average sensor lifetime [dimension: (s)] can be
expressed as

E Tsensor½ � ¼ Ebattery

P

where P is the average power depleted at the node [dimension: (W)]. In a realistic
wireless sensor network (e.g., IEEE 802.15.4 wireless sensor networks [26]), four
states are admissible at the node: (1) transmission, (2) reception, (3) idle, and (4)
sleep. In this case, the average power depleted at the node is given by

P ¼
X4

i¼1

Pipi ð2:31Þ

where Pi and pi ði ¼ 1; 2; 3; 4) are, respectively, the power consumption in the ith
state and the probability that the sensor is in the ith state—note that P1 ¼ Pt.
Typically, in a IEEE 802.15.4 wireless sensor network P4 	 1 and p2 	 p3; p1

[28]. Therefore, the average depleted power in (2.31) can be written as

P ’ P1p1 þ P2p2

where p2 ¼ 1� p1 and P1 ¼ P2 ¼ Pt [28]. Therefore, the average consumed
power in (2.31) becomes

P ¼ Pt

and it follows that

E Tsensor½ � ¼ Ebattery

Pt

: ð2:32Þ

Using the value of E Tsensor½ � given in (2.32) for the computation of Ctime
tot according

to the framework derived in Sect. 2.2.4.1, the lifetime of a realistic IEEE 802.15.4
wireless sensor network, with the parameters used to derive the results in
Fig. 2.16, can be obtained. The sensor network lifetime values, associated with
different battery energies at the sensors (typical for practical applications), are
summarized in Table 2.3. In particular, a scenario with n ¼ 64 sensors,
Pt ¼ 1 mW, and fobs ¼ 20 s�1 is considered. One can observe that the theoretical
results given in Sect. 2.2.3 are confirmed also in a more realistic IEEE 802.15.4
WSN. However, note that for n ¼ 64 sensors the network lifetime in the ideal

2.2 Extending the Lifetime of Clustered Sensor Networks 63



scenario is shorter than E Tsensor½ �, whereas it is longer in a realistic scenario. This
behavior is due to the fact that our theoretical framework does not consider the
delay associated with packet transmissions, as considered, instead, in the perfor-
mance analysis for an IEEE 802.15.4 network.

2.2.5 Noisy Communication Links

The analysis of the sensor network lifetime proposed in Sect. 2.2.2 is quite general
and, in particular, no assumption has been made on the communication links.
However, the results presented in Sect. 2.2.3 are obtained under the assumption of
ideal communication links. In a scenario with noisy communication links, two
main differences, with respect to a scenario with ideal communication links, can be
observed:

• for a given value of the sensor SNR, the presence of noisy communication links
leads to a performance loss (i.e., higher probability of decision error);

• a probability of decision error floor can be visualized for high values of the
sensor SNR.

These differences between the scenarios with ideal communication links and
those with noisy communication links imply that the network lifetime will be
shorter, since the QoS condition will be satisfied for a shorter time. Moreover, the
presence of a probability of decision error floor implies that, for a given value of
the sensor SNR, the QoS condition might never be satisfied. These considerations
suggest that the QoS condition and the operating sensor SNR, for a given value of
the number of sensors n, have to be properly chosen.

In Fig. 2.17, the CDF of the network lifetime is shown, as a function of time,6

in a scenario with n ¼ 64 sensors, uniform clustering, and noisy communication
links.

Table 2.3 Sensor network lifetime for a realistic IEEE 802.15.4 wireless sensor network in a
scenario with n ¼ 64 sensors, Pt ¼ 1 mW, and fobs ¼ 20 s�1: The IEEE 802.15.4 parameters are
the same considered in Fig. 2.16. Different values of the battery energy at a sensor are considered

Battery energy Ebattery

(kJ)
Average sensor lifetime E Tsensor½ �
(days)

Sensor network lifetime Ctime
tot

(days)

12.96 (400 mAh, 9 V) 150 196
19.44 (600 mAh, 9 V) 224 294
31.68 365 480
32.4 (1 Ah, 9 V) 375 491

6 We recall that the time is measured, here, in arbitrary units. For more realistic scenarios, see
the considerations at the end of Sect. 2.2.4.
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Two possible values for the cross-over probability are considered: (i) p ¼ 0:1
and (ii) p ¼ 0:01. For comparison, the curve associated with ideal communication
links is also shown. The sensor SNR is set to 5 dB and the maximum tolerable
probability of decision error is P�e ¼ 10�3. One can observe that the higher the
noise intensity in the communication links is, the higher the CDF of the network
lifetime becomes. In fact, in this case the transfer of information from the sensors
to the AP is less reliable and, consequently, the probability of decision error
becomes higher and higher and the QoS condition can be guaranteed for a shorter
time. As in a scenario with ideal communication links, the presence of reclustering
prolongs the network lifetime with respect to a scenario with no reclustering.
Obviously, for a given reclustering strategy a scenario with ideal communication
links corresponds to a longer network lifetime, since the probability of decision
error is the lowest possible.

2.2.6 Throughput and Delay with Varying Sensor Network
Lifetime

In this subsection, we evaluate the performance of a realistic IEEE 802.15.4 WSN
subject to nodes’ failures. In order to carry out this analysis, we resort, as in
Sect. 2.1.5, to simulations using Opnet Modeler 11.5 [17] and a built-in model for
IEEE 802.15.4 networks, provided by the NIST [18]. The network performance (in
terms of number of transmitted packets, throughput, and delay) is analyzed in
scenarios with no clustering (and, therefore, no reclustering). The goal of this
subsection is to show the impact of different QoS conditions (given in terms of the
required percentage of nodes’ deaths which makes the network die) on different
network performance indicators (e.g., throughput and delay). For the performance
in the presence of relaying, the reader is referred to [29]. As discussed in
Sect. 2.2.1, the performance of sensor networks with no clustering can be
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considered, from a network lifetime viewpoint, as a lower bound, since the proba-
bility of decision error is lower than in scenarios with clustering. In the simulations,
the following parameters are considered: Rb ¼ 250 Kbit/s, Ldata ¼ 994 bit/pck,
and g ¼ 0:236 s, where g is the packet interarrival time at the sensors. Moreover, no
transmission of ACK packets is considered from the AP to the remote nodes. In all
presented results, four QoS conditions will be considered: (i) network death corre-
sponds to 100% of sensors’ deaths (i.e., the network survives until there is a single
sensor alive), (ii) network death corresponds to 70% of sensors’ deaths, (iii) network
death corresponds to 50% of sensors’ deaths, and (iv) network death corresponds to
20% of sensors’ deaths.

In Fig. 2.18, the packet delivery fraction is shown, as a function of the number
of sensors n, for two possible distributions of a single sensor lifetime: (a) expo-
nential with l ¼ 300 s (solid lines) and (b) uniform with tmax ¼ 600 s (dashed
lines). First, one can observe that the more stringent is the QoS condition, the
lower is the throughput. In fact, a smaller number of transmissions is possible
(since the network lifetime is shorter) and a larger number of collisions happens,
because there is a large number of sensors that try to transmit to the AP and a
larger number of packets is lost. Moreover, a scenario with uniform distribution of
the sensors’ lifetime has a lower throughput with respect to a scenario with
exponential distribution, since more packets are lost due to the collisions.

In Fig. 2.19, the average MAC delay7D over all the received packets is shown,
as a function of the number of sensors n, for two possible distributions of a single
sensor lifetime: (a) exponential with l ¼ 300 s (solid lines) and (b) uniform with
tmax ¼ 600 s (dashed lines). Similarly to what happens to the throughput in
Fig. 2.18, a larger number of collisions also causes a higher delay in receiving the
packets. Therefore, scenarios with a uniform distribution of the sensors’ lifetimes
are characterized by a higher delay with respect to scenarios with an exponential
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Fig. 2.18 Packet delivery
fraction, as a function of the
number of sensors n, in an
IEEE 802.15.4 WSN with
nodes’ failures. Two possible
distributions for a single
sensor lifetime are
considered: (a) exponential
with l ¼ 300 s (solid lines)
and (b) uniform with tmax ¼
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7 The average MAC delay corresponds to the delay averaged over all packets which are correctly
received at the MAC level during the Opnet simulations.
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distribution. In this case as well, however, the more stringent is the QoS condition,
the higher is the average MAC delay. Finally, the average MAC delay does not
depend on the number of sensors, for a fixed QoS condition, since the number of
surviving sensors is (almost) the same and, therefore, the average delay in the
packet transmissions is constant.

2.3 Impact of Different SNRs at the Sensors

Consider now a generic scenario with different SNRs at the sensors. For the sake
of simplicity, we consider a scenario with no clustering, i.e., direct communi-
cations between the sensors and the AP. In this case, a decision based on the
majority-like fusion rule might not be the best choice. In fact, if a sensor is very
noisy (i.e., its observation SNR is very small), its decision should be taken into
account with a low level of reliability in the fusion process at the AP. Therefore,
it would be reasonable to assign each sensor a weight proportional to its own
SNR—this approach is similar to that proposed in [7], where the weights are
assigned according to the link qualities. The AP could then make a final decision
taking into account the weights assigned to the sensors. Note that the
improvement, in terms of probability of decision error, comes at the price of a
non-optimal network energy efficiency, since all sensors, even those with low
SNR, have to send their decisions to the AP and waste the same amount of
energy.

In the following, we consider a system where the AP takes into account the n
local sensor decisions with the same weight, i.e., without considering their SNRs,
and adopts a majority-like decision rule. In order to take into consideration the
sensor SNR profile, the threshold for local decision at each sensor is properly
optimized, as explained in detail in Sect. 2.3.1.2.
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We now derive analytical expressions for the probability of decision error,
distinguishing between a scenario with ideal communication links and a scenario
with noisy communication links. In [30], the reader might found an analytical
expression for the probability of decision error also in the case when no quanti-
zation is carried out at the sensors, i.e., when sensors transmit their local likelihood
values.

2.3.1 Ideal Communication Links

2.3.1.1 Probability of Decision Error

Consider the first conditional probability at the right-hand side of (2.5) and define
the threshold value k in the majority-like decision rule. There is an error, i.e.,
bH ¼ H1 given that H ¼ H0, if i� k sensors decide for H1 when H0 has happened.

In this case, there can be
n
i

� �

combinations of sensors deciding for H1. We

denote as XiðjÞ the jth possible combination (j ¼ 1; . . .;
n
i

� �

) in a scenario where

i sensors are in error.8 Therefore, the conditional probability of interest can be
expressed as follows:

PfbH ¼ H1jH0g ¼
Xn

i¼k

X
n
ið Þ

j¼1

Yi

‘¼1

P uðXiðjÞÞ
‘ ¼ H1jH0

�n Yn

m¼iþ1

P uðXiðjÞÞ
m ¼ H0jH0

� o
( )

ð2:33Þ

where PfuðXiðjÞÞ
‘ ¼ H1jH0g is the probability that at the ‘th sensor, in the XiðjÞth

combination (out of the
n
i

� �

possible ones), a wrong decision is made when H0

has happened.
Similarly, the second conditional probability at the right-hand side of (2.5) can

be expressed as

PfbH ¼ H0jH1g ¼
Xk�1

i¼0

X
n
ið Þ

j¼1

Yi

‘¼1

PfuðXiðjÞÞ
‘ ¼ H1jH1g

Yn

m¼iþ1

PfuðXiðjÞÞ
m ¼ H0jH1g

( )

ð2:34Þ

8 Note that XiðjÞ depends also on n. However, for the sake of notational simplicity, this
dependence is not explicitly indicated. The context should eliminate any ambiguity.
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where PfuðXiðjÞÞ
‘ ¼ H1jH1g is the probability that at the ‘th sensor, in the XiðjÞth

combination, a correct decision is made when H1 has happened.

2.3.1.2 Decision Threshold Selection at the Sensors

In the literature, it is shown that using the same threshold at every sensor is an
asymptotically optimal solution if and only if the SNR at the sensors is constant
[31]. In the currently considered scenario (with different SNRs at the sensors), it is
not reasonable to use the same threshold at all sensors. Therefore, one needs to
choose another criterion for local decisions at the sensors.

In this subsection, we consider a locally optimal decision scheme.9 In other
words, each sensor makes a binary decision which minimizes, for the corre-
sponding SNR, its probability of (local) error—this corresponds to a Person-By-
Person Optimization (PBPO) approach to distributed detection [32]. The optimal
value for the threshold si is such that

pðsijH1ÞPfH1g ¼ pðsijH0ÞPfH0g: ð2:35Þ

In general, the computation of the probability of decision error, based on
the evaluation of (2.33) and (2.34), depends on (i) the chosen value for k, (ii) the
sequence of the detected phenomenon amplitudes fsig at the sensors, (iii) the
sequence of noise variances frig, and (iv) the sequence of thresholds fsig.
Recalling the Gaussian model for the observable in (2.1), one can obtain [30]

Pfu‘ ¼ H1jHg ¼ 1� Q
s‘ � s‘ � H
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@
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As expected, the probability of decision error does not depend on the sequences fsig
and frig separately but, rather, only on the sequence of ratios fsi=rig, i.e., on the
sequence of sensor SNRs. In other words, the probability of decision error depends on
the sensor SNR profile fSNRðiÞsensorg. Therefore, evaluating the system performance of
the sensor network as a function of the sensor SNR profile is a meaningful problem.

2.3.2 Noisy Communication Links

Let us denote by p the cross-over probability of the BSCs (the same for all noisy
communication links). In this case, the decision made at the ‘th sensor, i.e., u‘,

9 We are implicitly assuming that each sensor estimates its own observation SNR.

2.3 Impact of Different SNRs at the Sensors 69



might be ‘‘flipped,’’ with probability p, by the communication link. In particular,
the component conditional probabilities in (2.5) depend on p. For instance, the
conditional probability (2.33) has to be modified by replacing the decisions made
locally by the sensors with the corresponding received decisions:

PfbH ¼ H1jH0g

¼
Xn

i¼k

X
n
ið Þ

j¼1

Yi

‘¼1

PfuðXiðjÞÞ�rec

‘ ¼ H1jH0g
Yn

m¼iþ1

PfuðXiðjÞÞ�rec
m ¼ H0jH0g

( )

ð2:36Þ

where uðXiðjÞÞ�rec

‘ and uðXiðjÞÞ�rec
m are the received versions of the local decisions

uðXiðjÞÞ
‘ and uðXiðjÞÞ

m , respectively. The conditional probability (2.34) has to be
modified similarly. A generic term in (2.36) can then be expressed as follows:

Pfurec
‘ ¼ H1jH0g ¼ ð1� pÞQ sl

rl

� �

þ p 1� Q
sl

rl

� �� 


: ð2:37Þ

Since we are considering locally optimal selection of the decision thresholds at the
sensors, there is no difference (in terms of the decision strategy at the sensors)
between a scenario with ideal communication links and a scenario with noisy
communication links. Therefore, the derivation considered in Sect. 2.3.1.2 for
sensor threshold selection holds in this case as well.

2.3.3 Sensor SNR Profiles

As observed in Sect. 2.3.1.2, the probability of decision error ultimately depends
on the sensor SNR profile fSNRðiÞsensorg. A generic example of sensor SNR profile is
shown in Fig. 2.20a: the sensor SNRs are generally not monotonically ordered.
However, since it is always possible to reorder the sensor SNRs from highest to
lowest, as shown in Fig. 2.20b, without loss of generality, one can restrict his/her
attention to a scenario where the sensor SNR profile is non-increasing.

Based on the observation in the previous subsection, in order to characterize
non-increasing sensor SNR profiles we consider four possible cases (the SNRs are
expressed in dB):

Linearprofile: SNRi ¼ SNR0 � c � i
Quadratic profile: SNRi ¼ SNR0 � c � i2

Cubic profile: SNRi ¼ SNR0 � c � i3

Hyperbolicprofile: SNRi ¼
SNR0

1þ c � i

ð2:38Þ

where: i ¼ 0; . . .; n� 1; n is the number of sensors; SNR0 is the highest sensor
SNR; and c is a suitable constant which uniquely characterizes the sensor SNR
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profile slope. For this reason, we denote c as slope coefficient. A large value of c
corresponds to a scenario where the sensor SNRs decrease rapidly (i.e., the cor-
responding realistic non-ordered sensor SNR profile is highly varying), whereas a
small value of c corresponds to a scenario where the sensor SNRs are similar (i.e.,
the corresponding realistic non-ordered sensor SNR profile is almost constant). If
c ¼ 0, all profiles degenerate into a constant profile, i.e., SNRi ¼ SNR0; 8i. In
Fig. 2.20b, illustrative graphical examples of the four profiles are shown. In the
following, we will restrict our attention to scenarios with convex SNR profiles
(linear, quadratic, and cubic), since concave profiles (e.g., hyperbolic) can be
shown to lead to worse performance [30]. As one can see, by suitably setting the
values of SNR0 and c, a large number of realistic sensor SNR profiles can be
characterized. This underlines the applicability of our framework. In Sect. 2.3.5,
we will propose a simple experiment to characterize a realistic sensor SNR profile.

In (2.38), we have assumed that the maximum SNR and the slope coefficient c
are the same for all profiles. However, in this case the winning profile is always the
linear, since the sensor SNR at any position is higher than the corresponding one in
any other profile. In order to obtain a ‘‘fair’’ comparison between the various
profiles, one can impose that all the SNR profiles have the same average value,
denoted as SNR.

• By imposing that the slope coefficient c is the same for all profiles, after a few
manipulations one obtains that the maximum SNRs in the various cases need to
be set as follows:

SNR0;l ¼ SNRþ c
n� 1

2

SNR0;q ¼ SNRþ c
ðn� 1Þð2n� 1Þ

6

SNR0;c ¼ SNR þ c
nðn� 1Þ2

4
:

ð2:39Þ

SNR SNR

3 41 2 65 2 56 1 3 4i i

(a) (b)

Quadratic profile
Linear profile

Hyperbolic profile

Cubic profile

Fig. 2.20 Illustrative sensor SNR profile: a realistic and b reordered with non-increasing values
of the SNRs. In particular, in (b) four possible interpolating profiles (linear, quadratic, cubic, and
hyperbolic) are shown
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• Specularly, imposing that the maximum SNR is the same for all the sensors,
the slope coefficient in the four considered cases need to be set in the fol-
lowing way:

cl ¼ ðSNR0 � SNRÞ 2
n� 1

cq ¼ ðSNR0 � SNRÞ 6
ðn� 1Þð2n� 1Þ

cc ¼ ðSNR0 � SNRÞ 4

nðn� 1Þ2
:

ð2:40Þ

Finally, one should observe that in (2.40) it must hold that SNR0 � SNR� 0.

We point out that throughout this subsection we make the implicit assumption
that the SNR profiles are perfectly known and available at the AP. This is expe-
dient for performance analysis. However, in a realistic scenario, the mechanisms to
collect SNR values from the resource-constrained sensors may not be very
accurate, and relying too much on them may not be helpful. Collecting the values
accurately is a challenging problem, which needs further investigation. For
example, the SNR values could be collected during a training phase, when each
sensor computes its local SNR and send it to the AP. In Sect. 2.3.5, we propose a
simple experimental validation of our theoretical assumptions.

2.3.4 Numerical Results

2.3.4.1 Ideal Communication Links

Let us first consider a sensor network with ideal communication links from the
sensors to the AP. Moreover, the a priori probabilities of the phenomenon are such
that PfH0g ¼ 10PfH1g: this is meaningful for situations where a phenomenon is
rare (e.g., the phenomenon under observation is an unusually high humidity level).

The following question is meaningful: for a given value of SNR0, what are the
conditions under which the use of a limited number of sensors (lower, for instance,
than n) is the winning strategy? In order to answer this question, in Fig. 2.21 the
probability of decision error is shown, as a function of the coefficient c, in a
scenario with linear SNR profile. The lines correspond to analytical results,
whereas the symbols are associated with Monte Carlo simulation results. Two
possible values for the highest sensor SNR, i.e., SNR0, are considered: 12 and
16 dB, respectively. For each value of the sensor SNR, various numbers of sensors
are considered. Obviously, the curves corresponding to scenarios with only n ¼ 1
sensor are constant with respect to c. The impacts of the parameters c and SNR0

can be characterized as follows.

• For small values of c, i.e., in a scenario with almost constant SNR profile, the
best performance is obtained using all sensors, regardless of the value of SNR0.

72 2 Distributed Detection of Spatially Constant Phenomena



For large values of c (i.e., irregular sensor SNR profile before monotonic
reordering), the best performance is obtained using only the sensors with highest
SNRs. Note that the best asymptotic performance (c!1) is obtained using
only the sensor with highest SNR (SNR0): however, the probability of decision
error might be intolerably high.

• For low values of SNR0, the impact of c is ‘‘mild,’’ whereas for high values of
SNR0 the impact of c is relatively stronger. This behavior can be interpreted as
follows. If at least one sensor is highly accurate, i.e., SNR0 is high, then in order
to optimize the network performance the right subset of sensors should be
carefully chosen. In other words, the higher is the sensitivity of at least one
sensor in observing the phenomenon, the more accurate the selection of a
suitable subset of sensors has to be carried out.

As one can observe from Fig. 2.21, for a given value of c, the best performance
is obtained selecting a specific number of sensors—those with highest SNRs,
starting from the one with SNR0. In order to characterize this behavior in more
detail, in Fig. 2.22 the optimal value of the number of sensors to be selected is
shown, as a function of c, for various values of SNR0. The results in Fig. 2.22
show that (i) the optimal number of sensors is a decreasing function of c and (ii)
the lower SNR0 is, the faster the optimal number of sensors decreases for
increasing values of c. A careful reader might wonder, at this point, why the
optimal number of sensors does not reduce by one in correspondence with each
vertical (decreasing) step. This behavior is due to the fact that the decision
threshold si at the ith sensor is computed according to (2.35), which represents a
locally optimal threshold selection strategy. Therefore, one can conclude that such
a threshold selection strategy is not globally optimal (from the entire distributed
decision process), as observed in [33]. The individuation of globally optimal
decision thresholds at the sensors in a scenario with non-constant sensor SNR
profile goes beyond the scope of this book.
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Fig. 2.21 Probability of
decision error, as a function
of the coefficient c, with
SNR0 equal to 12 and 16 dB,
respectively. Various values
of the number of sensors n are
considered, in a scenario with
linear sensor SNR profile.
The lines correspond to
analytical results, whereas the
symbols are associated with
simulation results
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2.3.4.2 Noisy Communication Links

While in the previous section we have considered a scenario with ideal commu-
nication links, we now extend the previous analysis in order to evaluate the impact
of the sensor SNR profile in the presence of noisy communication links. More
precisely, in a simple network scenario with n ¼ 3 sensors, we compare directly
the performance with linear, quadratic, and cubic sensor SNR profiles. We do not
consider the hyperbolic profile, since we have shown in Sect. 2.3.4.1 that the
overall performance with this profile is worse than that with the other profiles—in
fact, in the presence of a hyperbolic profile the average sensor SNR has to be very
high in order to obtain an acceptable performance level. We evaluate the proba-
bility of decision error in a scenario with all noisy communication links (con-
sidering two values for the cross-over probability p, equal to 10�3 and 10�1,
respectively) and, for comparison, in a scenario with all ideal links.

In Fig. 2.23, the probability of decision error is shown, as a function of the slope
coefficient c, in various scenarios with SNR0 ¼ 16 dB and PfH0g ¼ 10PfH1g.

In Fig. 2.24, the same sensor network scenario is considered, but the average
sensor SNR is kept constant to SNR ¼ 16 dB—for each value of c, the corre-
sponding value of SNR0 is determined according to (2.39). On the basis of the
results shown in Figs. 2.23 and 2.24, it is possible to characterize, performance-
wise, the interaction between the sensor SNR profile and the communication noise
as follows.

• In a scenario with a common value of SNR0, the impact of the sensor SNR
profile is very similar in scenarios with ideal communication links and with
noisy communication links. For the same value of c, the probability of decision
error increases if the profile changes from linear to cubic. Obviously, for c ¼ 0
the performance with the three profiles coincides. Moreover, asymptotically (for
large values of c) the probability of decision error is the same regardless of the
profile. Therefore, it is possible to identify a critical value of c beyond which the
impact of the sensor SNR profile is the highest.
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Fig. 2.22 ‘‘Optimal’’
number of sensors (for
minimizing the probability of
decision error), as a function
of the coefficient c, in a
scenario with linear sensor
SNR profile and
PfH0g ¼ 10PfH1g. Three
values for SNR0 are
considered
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The impact of the noise is strong for small values of c, whereas it becomes
negligible for large values of c. In fact, for any given profile, the curves asso-
ciated with ideal links and those associated with noisy links tend to coincide for
increasing values of c. In other words, the less regular is the sensor SNR profile
(i.e., the larger is c), the milder is the impact of the noise in the communication
links. On the other hand, if the sensor SNR is very similar across the sensors,
then the noise in the communication links has a severe impact of the network
performance. This latter scenario is analyzed in detail in [3].

• In a scenario with a common value of SNR, rather than a common maximum
sensor SNR, the Pe � c curves do not tend to coincide for large values of the
slope coefficient c. In other words, the impact of the value of c in a scenario with
common SNR is stronger than in a scenario with common SNR0. On the other
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Fig. 2.23 Probability of
decision error, as a function
of the coefficient c, in a
scenario with n ¼ 3 sensors.
The common value of the
maximum sensor SNR is
SNR0 ¼ 16 dB. Three
possible scenarios are
considered: (i) all ideal links
(p ¼ 0), and all noisy links
with (ii) p ¼ 10�3 and (iii)
p ¼ 10�1, respectively. For
comparison, the performance
with n ¼ 1 sensor is also
shown (horizontal solid line)
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hand, for small values of the slope coefficient c, the performance in a scenario
with common SNR is similar to that in a scenario with common SNR0.
From the results in Fig. 2.24, one can also make another observation. In the
presence of ideal communication links, for increasing values of c the best
performance is obtained by quadratic and cubic profiles. On the opposite, in the
presence of noisy communication links, for increasing values of c the best
performance is given by a linear sensor SNR profile.

2.3.5 Experimental Validation

In this subsection, we show experimental results relative to the SNRs measured at
the sensors, in order to validate the theoretical models proposed in this section. In
particular, we evaluate the Received Signal Strength Indication (RSSI) in order to
obtain sensor SNR-like profiles. Equivalently to the RSSI, one could also use the
Path Loss indicator. In fact, the following equation (in logarithmic scale) holds:

Pt ¼ RSSIþ PathLoss

where Pt is the transmit power [dimension: (dBm)] and Path Loss is the power
reduction incurred by propagation [dimension: (dB)]. Since in our experiments we
set Pt ¼ 0 dBm, one easily obtains:

RSSI ¼ �PathLoss:

The main idea of our experiments is the following. A mobile mote periodically
sends a message, called beacon, whereas n remote nodes, at fixed positions with
respect to the mobile mote, receive the beacon and store the received power.
Finally, a vector of n power levels is obtained, and an SNR-like profile can be
derived. The experimental set-up10 is schematically shown in Fig. 2.25, from (a)
practical and (b) logical viewpoints, respectively. We deploy four MicaZ nodes at
the vertices of a square area of 90� 90 cm2, and the remaining mobile (beacon)
mote acts as the event ‘‘generator’’ and is denoted as firing mote (fm). As shown in
Fig. 2.25, four nodes are placed at the vertices of the network surface. The fm
moves inside the network, sending messages to the fixed nodes. Note that in the
considered experimental set-up, the observed phenomenon corresponds to the
message sent by the mobile node. In order to replicate the theoretical analysis,

10 Since our experiments are developed in a laboratory environment, there is furniture all around
the square area where the sensors are deployed. However, we can consider the reflected signals
negligible.
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after receiving the message from the fm, the four fixed nodes should take a
decision (e.g., based on the received power), and send their decisions to an AP.
Since our goal, in this subsection, is to characterize the sensor SNR profile, we do
not consider the communication phase from the sensors to the AP.

Two experiments have been run:

• the fm, which sends the beacon, is very close to one of the remote (fixed) nodes;
• the fm is in the middle between the network center and one of the four vertices

of the square network surface, i.e., a fixed node.

In Fig. 2.26, the Path Loss is shown, as a function of the remote node IDs
(indicated in Fig. 2.25a), in two different scenarios: (a) the fm is very close to
one of the fixed nodes, and (b) the fm is in the middle between the network
center and one of the fixed nodes. As one can see from Fig. 2.26a, the lowest
Path Loss is obtained, as expected, in correspondence to the nearest remote node.
In this case, the profile described is a heavyside-like function, since only the
fixed node closest to the fm senses a high RSSI (or, equivalently, a low Path
Loss), while the others do the opposite. In Fig. 2.26b, the fm is in a more central
region and, therefore, the measured power profile is, as expected, smoother than
that observed in Fig. 2.26a.

Rearranging the values in Fig. 2.26b in an increasing order, one can obtain a
decreasing profile, as described in the previous subsections, of Path Loss or RSSI
measurements. In Fig. 2.27, the Path Loss profile is shown, as a function of the
mote ID, for the four different cases (relative to the position of the mobile mote)
considered in Fig. 2.26b. As one can observe, on the average, the profile is
approximately linear.

90
cm

90 cm
Fixed Node 0 Fixed Node 1

Fixed Node 2 Fixed Node 3

(firing mote, fm)
Beacon Node

PHENOMENON

GENERATION

AP

OBSERVATION

(a) (b)

Fig. 2.25 Experimental set-up: a practical scheme with five motes (one ‘‘firing/beacon node’’
and four fixed nodes), deployed over a square network surface with area equal to 90� 90 cm2,
and b its corresponding logical scheme. The considered platforms are constituted by MicaZ
motes using a communication protocol compliant with the IEEE 802.15.4 standard
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2.4 On the Interplay Between Decoding and Fusion

2.4.1 Distributed Channel Coding and Detection/Decoding/Fusion
Strategies

In Fig. 2.28, a pictorial description of the considered sensor network model is
shown. There are source nodes (the sensors), which observe (in a noisy manner) a
spatially constant phenomenon and send their decisions to the AP, possibly using
channel coding. The presence of a relay is also considered and a simple relaying
strategy is proposed. The impact of multiple access interference is not investigated
here: in other words, we assume orthogonal transmissions to the AP (e.g., perfect
transmission scheduling between the sensors and, if present, the relay). The AP
performs the following operations:

• detection of the observables, taking into account their statistical
characterization;

• decoding of the embedded error correction code (when used);
• fusion of the decoded data to estimate the status of the phenomenon under

observation.

Note that some of the elements in Fig. 2.28 are present only in specific sce-
narios—for instance, the relay node and the decoding block in the AP appear only
in coded scenarios.

2.4.1.1 Repetition Coded Sensor Network

A sensor network with multiple observations (M consecutive and independent
observations of the same phenomenon) can be interpreted as a system embedding a
repetition code (with code rate 1=M) at each sensor. In this case, redundant

Fig. 2.28 Pictorial description of the considered sensor network schemes. Solid lines are
associated with mandatory elements (either blocks or connections), whereas dashed lines are
associated with optional elements
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information is not sent by a relay, but from the sensors themselves through M
consecutive transmission acts per sensor.

2.4.1.2 Systematic Block Coded Sensor Network

In order to embed a systematic block channel code into a sensor network, we
propose a simple relaying strategy. More precisely, we assume that each sensor
transmits its (uncoded) decision to the AP and, owing to the broadcast nature of the
wireless medium, also to the relay. Upon reception of the decisions from the
sources, the relay, by using a systematic block code, generates parity bits and
sends them to the AP. For example, a ðncod; nÞ ¼ ð7; 4Þ systematic Hamming code
[34, p. 562] can be embedded into a sensor network with n ¼ 4 sensors and one
relay, which generates ncod � n ¼ 3 bits according to the parity-check equations of
the Hamming code. Assuming (as mentioned) that each sensor can reach both the
AP and the relay in a single transmission act, the total number of transmission acts
in the proposed sensor network is ncod. The equivalent code rate of this distributed
coded scheme is Rc ¼ n=ncod ¼ 4=7. Note, however, that the connections between
the sensors and the relay have to be ideal (i.e., with no communication noise) in
order for the proposed schemes to be applicable. This assumption is reasonable
provided that, for example, the relay is relatively closer to the sensors than the AP
is. In Sect. 2.4.4, we will comment on the impact of the noise in the communi-
cation links from the sensors to the relay.

With a slight abuse of notation, in the following we will denote a scenario as
‘‘coded’’ only if a block channel code is embedded into the network structure, in
order to distinguish it from a scenario with multiple observations (i.e., repetition
coded).

2.4.1.3 Communication Schemes

In a coded scenario with Binary Phase Shift Keying (BPSK) and Rayleigh faded
links, the observable at the output of the communication channel can be expressed
as

ri ¼ fið2ci � 1Þ
ffiffiffiffiffi
Ec

p
þ wi i ¼ 1; . . .; ncod ð2:41Þ

where ci 2 f0; 1g is the symbol transmitted from either a sensor (ci is an infor-
mation bit, i ¼ 1; . . .; n) or the relay (ci is a parity bit, i ¼ nþ 1; . . .; ncod), fwig are
statistically independent AWGN samples with the same distribution Nð0;N0=2Þ,
N0 being the single-sided noise power spectral density, Ec,RcEb is the energy per
coded bit, Eb being the energy per information bit, and fi is a random variable with
Rayleigh distribution—perfectly coherent demodulation is considered. Under the
assumptions of independence between consecutive fading samples (e.g., through

the use of channel interleaving) and that E½jfij2� ¼ 1, the BER at the output of the
detector at the AP is [35]
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pRayleigh ¼ 1
2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rccb

1þ Rccb

s" #

ð2:42Þ

cb,Eb=N0 is the SNR at the AP. A scenario with AWGN communication links can
be modeled using (2.41), by imposing fi ¼ 1 ði ¼ 1; . . .; ncod). In this case, the
BER at the output of the detector at the AP can be written as [35]

pAWGN ¼ Q
ffiffiffiffiffiffiffiffiffiffiffiffi
2Rccb

p� �
: ð2:43Þ

In general, one can denote as p the BER at the output of the detector, where p has a
specific expression (either (2.43) or (2.42)), depending on the communication
channel and the detection strategy (this is also compliant with the initial approach
proposed in Sect. 2.1). For simplicity, we assume that p is the same for all sensor-
AP links.

In all above communication schemes, the probability of decision error at the AP

can be evaluated by computing the conditional probabilities PfbH ¼ HijH ¼ Hjg
in (2.5) (i; j ¼ 0; 1, i 6¼ j). These values depend on the presence/absence of channel
coding and on the detection/decoding/fusion strategy at the AP, as will be
described in the following subsections, distinguishing on the basis of the obser-
vations at the sensors.

2.4.2 Ideal Observations at the Sensors

In order to obtain performance benchmarks, we first consider scenarios where the
spatially constant phenomenon H is detected by the sensors ideally. In this case,
we distinguish between AP structures where the decoding and fusion operations
are either separate or joint.

2.4.2.1 Separate Decoding and Fusion

When the decoding and fusion operations are separate, assuming majority-like
fusion the conditional probabilities at the right-hand side of (2.5) can be computed
as follows:

PfbH ¼ H1jH ¼ H0g ¼
Xn

i¼k

n
i

� �

ðpideal
ch Þ

ið1� pideal
ch Þ

n�i ð2:44Þ

PfbH ¼ H0jH ¼ H1g ¼
Xk�1

i¼0

n
i

� �

ð1� pideal
ch Þ

iðpideal
ch Þ

n�i ð2:45Þ

where the repeated trials formula has been used [9], k (i.e., the majority decision

threshold) is n
2

� �
þ 1, and the probability pideal

ch depends on the noisy
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communication link model and the specific distributed channel coding strategy.
Note that the upper index of the sum in (2.44) is n (and not ncod) also in coded
scenarios, since the information from the relay (i.e., the parity bits) is not used in
the fusion process (only the systematic bits are used). The parity bits are used only
in the detection=decoding process.

Since the local sensors’ decisions are error-free, pideal
ch and 1� pideal

ch in (2.44)
and (2.45) correspond to the probabilities of error and correct decision at the
detector output, respectively. In an ‘‘uncoded scenario’’ (i.e., ncod ¼ n), it holds
that pideal

ch ¼ p. In a scenario with multiple observations, the AP preliminary
decides for the phenomenon status at each sensor through a majority fusion rule
over the M consecutive decisions sent by that sensor. In this case, pideal

ch can be
expressed, similarly to (2.44), as

pideal
ch ¼

XM

i¼kNC

M
i

� �

pið1� pÞM�i ð2:46Þ

where kNC,bM2c þ 1. In a coded scenario and for sufficiently small values of p, the
following approximation holds [34]:

pideal
ch ’ ncod � 1

t

� �

ptþ1

where t ¼ ðdmin � 1Þ=2 is the number of errors which can be corrected by a
code with minimum distance dmin [34, 36]. We point out that, provided that
1=M ¼ n=ncod, the comparison between coded schemes and schemes with multiple
observations is consistent from an energetic viewpoint.

2.4.2.2 Joint Decoding and Fusion

In a scenario with multiple (M) independent observations at the sensors, joining
the decoding and fusion operations consists in adopting a majority fusion rule over
all the n�M bits sent from the sensors to the AP. In this case, the probability of
decision error becomes

Pmult:obs:
e ¼ 1

2

Xn�M

i¼kM

n�M
i

� �

pið1� pÞn�M�i þ
XkM�1

i¼0

n�M
i

� �

ð1� pÞipn�M�i

" #

ð2:47Þ

where kM,
n�M

2

� �
þ 1 is the majority decision threshold.

In a coded scenario, the receiver with joint decoding and fusion can be designed
as follows. Since the considered sensor networks embed systematic codes, we

denote as ½uðjÞ1 ; . . .; uðjÞn ; b
ðjÞ
1 ; . . .; bðjÞncod�n� ðj ¼ 0; 1) the entire sequence of bits

transmitted by the sensors (uðjÞi from sensor i) and the relay (fbigncod�n
i¼1 from the
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relay) in correspondence to the phenomenon status Hj. Note that in the current case
with a spatially constant binary phenomenon and ideal observations at the sensors,
ðu1; . . .; unÞ is either ð0; . . .; 0Þ or ð1; . . .; 1Þ. In other words, in the presence of ideal
observations, only two codewords, denoted as cð0Þ and cð1Þ, are allowed—this does
not hold with noisy observations, as will be shown in Sect. 2.4.3. In particular,
cð0Þ ¼ ð0; . . .; 0Þ. In all cases considered in this subsection, it will also hold that
cð1Þ ¼ ð1; . . .; 1Þ.

Given that decoding and fusion are joint, two possible detection strategies at the
AP can be devised:

• hard-output detection is followed by (hard-input) joint decoding/fusion;
• detection, decoding, and fusion are all joined together.

In the former case, the Maximum A posteriori Probability (MAP) joint
decoding/fusion strategy can be formalized as

bH ¼ argmax
j¼0;1

PfcðjÞjcrxg ¼ argmax
j¼0;1

PfcjcðjÞgPfcðjÞg ð2:48Þ

where crx is the codeword at the output of the detector at the AP. Since only two
codewords cð0Þ and cð1Þ are used, the a priori probability of the sequence cðjÞ is
equal to the a priori probability of the phenomenon status Hj, i.e.,
PfcðjÞg ¼ pj ¼ 1=2. Owing to the independence of the communication channels
(conditionally on the transmitted bits), the MAP decoding/fusion strategy in (2.48)
can be rewritten as

bH ¼ argmax
j¼0;1

pj

Yncod

i¼1

Pfci;rxjcðjÞi g: ð2:49Þ

After a few manipulations, the MAP decoding/fusion strategy in (2.49) can be
finally formulated as

1� p

p

� �2#ð1;crxÞ�ncod H0[
\
H1

1: ð2:50Þ

where #ð1; crxÞ is the number of 0’s in crx.
At this point, one can evaluate the probability of decision error in (2.5). In

particular, the terms PfbH ¼ HijH ¼ Hjg
n o

(i; j ¼ 0; 1, i 6¼ j) can be computed

from the decision rule (2.50). After a few manipulations, one obtains:

Pe ¼
1
2

Xncod

k¼k�

ncod

k

� �

pkð1� pÞncod�k þ
Xk��1

k¼0

ncod

k

� �

ð1� pÞkpncod�k

" #

where we have used the fact that #ð1; crxÞ is a binomial random variable with
parameters ncod and p, cð1Þ ¼ 1, and k� is defined as follows:
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k� ¼ minf1; . . .; ncodg

s.t.
1� p

p

� �2k��ncod

[ 1:

In the case with joint detection/decoding/fusion, we first consider a scenario with
Rayleigh faded links, and we denote by f ¼ ½f1; . . .; fncod

� the fading samples and
by r ¼ ½r1; . . .; rncod

� the observables at the output of the communication links.
Under the assumption of perfect channel state information at the AP, the MAP
detection/decoding/fusion strategy can be formulated as11 [36]

bH ¼ argmax
j¼0;1

p rjcðjÞ; f
� �

PfcðjÞjfg ¼ argmax
j¼0;1

pj

Yn

i¼1

p rijcðjÞi ; fi

� �
ð2:51Þ

where we have used the facts that the observables are conditionally independent

given fcðjÞi g and the coded bit cðjÞi is independent of the fading sample fi. Dis-
carding pj ¼ 1=2, from (2.51) one can derive, after a few manipulations, the
following decision rule:

Xncod

i¼1

rific
ð1Þ
i

H1[
\
H0

0: ð2:52Þ

On the basis of (2.52) and recalling that a linear combination of Gaussian random
variables is still a Gaussian random variable [9], after a few manipulations the
probability of decision error at the AP (2.5) becomes

Pe ¼
1
2

Q 2

ffiffiffiffiffiffiffiffiffiffi
RcEb

p Pncod

i¼1 fic
ð1Þ
iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N0
Pncod

i¼1 f 2
i ðc
ð1Þ
i Þ

2
q

0

B
@

1

C
Aþ U �2

ffiffiffiffiffiffiffiffiffiffi
RcEb

p Pncod

i¼1 fið2cð1Þi � 1Þcð1Þiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N0
Pncod

i¼1 f 2
i ðc
ð1Þ
i Þ

2
q

0

B
@

1

C
A

2

6
4

3

7
5

ð2:53Þ

where UðxÞ,1� QðxÞ. Observe that (2.53) depends on the particular sequence of
fading samples fif g.

An expression for the probability of decision error in the case of AWGN links
can be directly obtained from (2.53) by imposing fi ¼ 1 (i ¼ 1; . . .; ncod). In par-
ticular, in the presence of a code with cð1Þ ¼ 1 (recall that, in all cases, cð0Þ ¼ 0) it
can be shown that

Pe ¼ Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ncodRccb

p� �
¼ Q

ffiffiffiffiffiffiffiffiffi
2ncb

p� �
:

11 In (2.51) and in the remainder of this subsection, the uppercase P is used to denote the
probability of an event, whereas the lowercase p is used to denote the conditional probability
density function (p.d.f.) of a random variable.
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2.4.3 Noisy Observations at the Sensors

We now extend the derivation presented in Sect. 2.4.2 to encompass the presence
of observation noise.

2.4.3.1 Separate Decoding and Fusion

In the case of separate decoding and fusion, only the expression of the probability
pideal

ch in (2.44) and (2.45) need to be modified. In particular, by using the total
probability theorem [9], one can write

pnoisy
ch ¼ Pfci;rx ¼ 1jH‘g i ¼ 1; . . .; n; ‘ ¼ 0; 1

¼ pideal
ch 1� Qðs� s � ‘Þ½ � þ ð1� pideal

ch ÞQðs� s � ‘Þ

where the sensors’ decisions fcð‘Þi g are done as outlined in Sect. 2.1.1 and pideal
ch is

the final BER, which depends on the presence/absence of distributed channel
coding, as shown in Sect. 2.4.2.

In a scenario with M observations at each sensor, expression (2.46) for pideal
ch has

to be similarly modified. In particular, one obtains:

pnoisy
ch ¼

XM

i¼kNC

M
i

� �

½gðp; ‘Þ�i½1� gðp; ‘Þ�M�i ð2:54Þ

where gðp; ‘Þ,p½1� Qðs� s � ‘Þ� þ ð1� pÞQðs� s � ‘Þ.

2.4.3.2 Joint Decoding and Fusion

In the case of hard-output detection followed by joint decoding/fusion, expression
(2.48) for the phenomenon estimate in a scenario with multiple observations at the
sensors has to be modified, similarly to (2.54), as follows:

Pmult:obs:
e;noisy ¼ 1

2

Xn�M

i¼kM

n�M

i

� �

½gðp; 1Þ�i½1� gðp; 1Þ�n�M�i

þ 1
2

XkM�1

i¼0

n�M

i

� �

½1� gðp; 0Þ�i½gðp; 0Þ�n�M�i:

ð2:55Þ

We now derive the MAP decoding/fusion strategy for the coded scenarios in the
presence of noisy observations at the sensors. In the case of hard-output detection
followed by (hard-input) joint decoding/fusion, in order to take into account the
observation noise statistics expression (2.48) has to be modified as follows:

bH ¼ argmax
j¼0;1

PfHjjcrxg ¼ argmax
j¼0;1

Yncod

i¼1

Pfci;rxjHjg
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where the irrelevant term PðHjÞ ¼ pj ¼ 1=2 has been discarded and the probability
P ci;rxjHj

� �
can be written, after a few manipulations, as

Pfci;rxjHjg ¼
ð1� pÞ 1� Qðs� s � jÞ½ � þ pQðs� s � jÞ if ci;rx ¼ 0
p 1� Qðs� s � jÞ½ � þ ð1� pÞQðs� s � jÞ if ci;rx ¼ 1:

�

In a coded scenario with joint detection/decoding/fusion, the MAP estimation
strategy (2.51) has to be modified as follows:

bH ¼ argmax
j¼0;1

Yncod

i¼1

PfrijHj; fig

which can be rewritten, after a few manipulations, as
Qncod

i¼1 !ð0; ri; fiÞQncod

i¼1 !ð1; ri; fiÞ
H0
[
\
H1

1

where

!ðm; ri; fiÞ,Uðs� m � sÞ exp �2
rifi

ffiffiffiffiffi
Ec

p

N0

� �

þ 1� Uðs� m � sÞ½ � exp 2
rifi

ffiffiffiffiffi
Ec

p

N0

� �

:

2.4.4 Impact of Noisy Communication Links Towards the Relay

The previous derivations in coded scenarios are based on the assumption of ideal
communication links between the sensors and the relay. In this subsection, we
briefly discuss on the impact of noisy communication links between the sensors
and the relay. Neither analytical derivation nor numerical results will be presented.
The considerations which will be carried out are simply meant to give some
guidelines on the benefits brought by the distributed use of properly designed
block error correction codes.

We first consider the case with ideal observations at the sensors. In Fig. 2.29,
we give a pictorial description of how the communication noise influences data
transmission to the relay. As previously seen, two possible codewords are selected
at the sensors and relay, namely cð0Þ and cð1Þ, which are shown, in Fig. 2.29, as a
filled circle and an empty circle, respectively.

• In the scenario with no communication noise between the sensors and the relay
(case (a)), we denote the Hamming distance between the two codewords as d. If
cð0Þ ¼ 0 and cð1Þ ¼ 1, then d ¼ ncod. The presence of noisy communication links
from the sensors and the relay to the AP is such that the word crx (one of the 2ncod

possible binary sequences of length ncod) received at the AP may be different
from the codeword transmitted by the sensors and the relay. In particular, crx
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may not even be a codeword. Decoding and fusion at the AP corresponds to
associating the received word to one of the information sequences 0 or 1. It is
intuitive that the larger is d, the more robust is the system against communi-
cation noise in the links to the AP.

• In the presence of communication noise between the sensors and the relay (case b),
the latter may receive a sequence of bits which differs from that sent by the sensors.
Therefore, the parity bits generated by the relay may lead to the association of H0

and H1 to two codewords cð0Þ
0

and cð1Þ
0

which are at a distance d0\d. As a
consequence of this decreased distance, the system performance will be worse
than in the previous scenario, since the probability of associating (through
decoding and fusion) the received word to the wrong phenomenon status will
increase. This can be understood from the codebook scenario at the AP, where the
received word at the AP might belong to the portion of the signal space which is
associated (by decoding and fusion) to the wrong phenomenon status.

The presence of noisy observations may lead to the association of the phe-

nomenon statuses H0 and H1 to two codewords cð0Þ
00

and cð1Þ
00

at a distance smaller
than d. In particular, in the presence of both (i) observation noise and (ii) com-
munication noise from the sensors to the relay, when the intensities of these two
noises are sufficiently small, their negative effects tend to add, so that the distance

d
00

between cð0Þ
00

and cð1Þ
00

might be even smaller than d0.
Obviously, an open problem is to quantify precisely the decrease of the error

correction capability t of the code in the presence of noisy communication links
between the sensors and the relay. In fact, the parameter t depends on the particular
structure (codebook) of the considered error correction code. An interesting

sensors and relay

Communication
noise between

No communication

sensors and relay
noise between

d

d < d

c(0)

c(1)

c(1)

c(0)

Decision region

Noisy
transmissions
to the AP

(a)

(b)

Decision region
forc(0)

forc(1)

At the sensors and relay At the AP

Fig. 2.29 Codebook perspective on the considered distributed detection schemes: a ideal
communication links between sensors and relay and b noisy communication links. In each case,
on the left the two possible codewords at sensors and relay are shown, whereas on the right
possible received words at the AP are shown
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research direction is the design of robust (fault tolerant) error correcting codes for
the proposed distributed detection schemes.

2.4.5 Numerical Results

We resort to Monte Carlo simulations to evaluate the probability of decision error
with the devised MAP detection/decoding/fusion strategies presented in
Sects. 2.4.2 and 2.4.3.

In order to make the detection/decoding process at the input of the AP more
effective, soft-input decoding/fusion (either separate or joint), rather than hard-
input decoding/fusion, can be considered. In Fig. 2.30, the probability of decision
error is shown, as a function of the SNR at the AP, in a scenario with n ¼ 16
sensors, AWGN communication links (similar results can be obtained in scenarios
with Rayleigh faded communication links), and error-free observations at the
sensors. Six coding strategies are considered: (i) uncoded, (ii) (31,16) BCH [36,
p. 438] (the corresponding BCH code has t ¼ 3)12 coded with hard-input and
separate decoding/fusion, (iii) (31,16) BCH coded with soft-input and joint
decoding/fusion, (iv) with M ¼ 2 observations and joint decoding/fusion, (v) with
M ¼ 3 observations and separate decoding/fusion, and (vi) with M ¼ 3 observa-
tions and joint decoding/fusion. One can observe that the probability of decision
error in coded scenarios shows a ‘‘waterfall’’ behavior, which is due to the con-
catenation of the decoding and fusion operations. However, the improvement
brought by the presence of distributed channel coding, with respect to schemes
with multiple observations, becomes apparent at very low probabilities of decision
error, which may not be of practical interest. One can observe that the coded
network with soft-input and joint decoding/fusion at the AP has a performance
significantly better than that associated with the schemes with hard-input and
separate decoding/fusion. This is to be expected, since in a scenario with soft-input
decoding no information is lost upon reception of the observables from the
communication links. Note, however, that in this case as well the proposed coded
scheme outperforms a scheme with multiple observations only at very low values
of the probability of decision error.

In Fig. 2.31, the probability of decision error is shown, as a function of the
BER p at the output of the AP detector, in a scenario with n ¼ 16 sensors and
noisy phenomenon observations. Two values for the observation SNR are con-
sidered: (a) 20 dB and (b) 10 dB. The performance is evaluated with six sensor
network architectures: (i) uncoded, (ii) (31,16) BCH coded with separate decod-
ing/fusion, (iii) (31,16) BCH coded with joint decoding/fusion, (iv) with M ¼ 2
observations and joint decoding/fusion, (v) with M ¼ 3 observations and separate

12 We remark that the BCH is one of the block channel codes that it is possible to consider.
However, the same results would be asymptotically obtained with any code with t ¼ 3.
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decoding/fusion, and (vi) with M ¼ 3 observations and joint decoding/fusion. In
the case of high observation SNR (e.g., in Fig. 2.31a), the phenomenon obser-
vations at the sensors are practically error-free and, therefore, the network per-
formance is similar to that in Fig. 2.30. When the observation SNR decreases
(e.g., in Fig. 2.31b), instead, the proposed detection/decoding/fusion strategies are
not effective, since the quality of the sensors’ observations heavily affects the
system performance, and this is more pronounced in the presence of joint
decoding/fusion. One can observe that the probability of decision error curve
reaches a floor, due to the observation noise (which is independent of the com-
munication noise). As before, the schemes with multiple observations at the
sensors outperform those with block channel coding.

Finally, we investigate the performance of the proposed distributed schemes in
large scale sensor networks, by using an Low-Density Parity-Check (LDPC) code
and the sum–product (SP) decoding algorithm. In particular, we consider a (3,6)
regular and systematic LDPC code: the systematic bits of the codeword correspond
to the n decisions sent by the sensors, whereas the ncod � n parity bits are gen-
erated by the relay node. The LDPC code is constructed in a random fashion,
according to an algorithm, which exploits an idea similar to the progressive edge
growth (PEG) algorithm presented in [37]. In Fig. 2.32, the probability of decision
error is shown, as a function of the SNR at the AP, in a scenario with n ¼ 100
sensors, AWGN communication links, and noisy phenomenon observations. Three
sensor network architectures are considered: (i) LDPC coded with standard SP
decoding [38, 39], (ii) LDPC coded with enhanced (as described in the following)
channel Logarithmic Likelihood Ratios (LLRs), and (iii) with M ¼ 2 observations
and separate decoding/fusion. Two values for the observation SNR are considered:
(i) 10 dB (dashed lines) and (ii) 20 dB (solid lines). While in the LDPC coded case
with standard SP decoding the channel LLRs (input at the variable nodes of the
LDPC bipartite graph) do not take into account the observation noise, in the
enhanced SP decoding case the channel LLRs are modified by properly taking into
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scenario with n ¼ 16 sensors,
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account the observation noise. The modified channel LLRs can be expressed as
follows:

LðiÞch�enhanced ¼ Lch þ LðiÞa�priori i ¼ 1; . . .; ncod

where

Lch, ln
pðrijci ¼ 0Þ
pðrijci ¼ 1Þ ¼

ri

N0

and

LðiÞa�priori, ln
Pfci ¼ 0g
Pfci ¼ 1g ¼

ln
!ð0;�ri;1Þ
!ð1;�ri;1Þ if i ¼ 1; . . .; n

0 if i ¼ nþ 1; . . .; ncod
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Fig. 2.31 Probability of
decision error, as a function
of the BER p at the output of
the detector, in a scenario
with n ¼ 16 sensors and noisy
phenomenon observations.
Two values for the
observation SNR are
considered: a 20 dB and
b 10 dB. Various sensor
network architectures are
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where ! has been defined in Sect. 2.4.3.2. From the results in Fig. 2.32, one can
observe that the use of multiple observations is still the winning strategy also in a
large-scale sensor network.13 However, the enhanced LPDC coded scheme (with
modified channel LLRs) outperforms the LDPC coded scheme at large observation
SNRs, since a statistical knowledge of the observation noise helps the decoding
process. In fact, when the communication noise level is too high, a communication
error might compensate an error in the phenomenon estimation at the sensors (due
to a too high observation noise level). On the other hand, when the communication
links to the AP are reliable (i.e., the communication noise is sufficiently small) an
error in the phenomenon estimation might not be compensated and, therefore, the
AP might not be able to correctly reconstruct the phenomenon status. Finally, note
that in the standard LDPC coded case the performance with an observation SNR
equal to 10 dB is better than that associated with an observation SNR equal to
20 dB when the SNR at the AP is sufficiently low. This is due to the fact that for
small values of the observation SNR a larger number of codewords is actually used
by the sensor network and, consequently, the error correction capabilities of the
LDPC code are better exploited. However, when the SNR at the AP increases, the
‘‘beneficial’’ impact of the observation noise is reduced by the presence of reliable
communication links.

2.5 Concluding Remarks

In this chapter, we have characterized the performance of sensor networks where a
spatially constant phenomenon is under observation. First, we have characterized

-6 -5 -4 -3

γ
b
 [dB]

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

Pe

M = 2 observations

LDPC

LDPC with modified LLRs

Fig. 2.32 Probability of
decision error, as a function
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13 Note that in Fig. 2.32 only the curve with observation SNR equal to 10 dB is shown in the
case with multiple observations. The curve associated with an observation SNR equal to 20 dB
and multiple observations is even lower.
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the behavior of clustered sensor networks with distributed detection in the pres-
ence of multi-level majority-like information fusion. Upon the derivation of a
communication-theoretic analytical framework, we have shown that, in the con-
sidered scenarios, uniform clustering, i.e., balanced tree network architectures,
leads to a lower probability of decision error than non-uniform clustering, i.e.,
unbalanced tree network architectures. In the former case, the probability of
decision error depends only on the number of decision levels and not on the
specific clustering configuration. An information-theoretic perspective has also
been presented. Then, the impact of noisy communication links has been inves-
tigated. Our results show that the presence of noise in the communication links has
a strong bearing on the ultimate achievable performance.

Then, an analytical framework to compute the network lifetime of clustered
sensor networks subject to a physical layer-oriented QoS condition has been
derived. In the presence of ideal reclustering, the network lifetime is the longest
possible. On the other hand, in the presence of a fixed clustered configuration, our
results show that the number of clusters has a strong impact on the network
lifetime. More precisely, the network lifetime is maximized if there are a few large
clusters (at most four). In all cases, the QoS condition has a strong impact on the
network lifetime: the more stringent this condition is, the shorter the network
lifetime is. We have also evaluated the cost associated with the reclustering pro-
cedure, from both time delay and energy consumption perspectives. Our results
show that reclustering is not useful when phenomenon observations are rare, since
the network spends more time in transferring control messages than useful data.
The impact of noisy communication links, modeled as BSCs, on the network
lifetime has also been investigated, showing that the higher the noise level, the
shorter the network lifetime. However, also in this scenario reclustering can
prolong the network lifetime.

Although the previous analysis was based on the assumption of constant sensor
SNR across the sensors, we have proposed an analytical framework to take into
account different observation SNRs not known at the AP. In order to model this
scenario, four possible sensor SNR profiles (linear, quadratic, cubic, and hyper-
bolic) have been introduced and we have characterized them by using a
slope coefficient and the maximum sensor SNR. For increasing steepness of the
(ordered) sensor SNR profile, i.e., for an increasingly irregular realistic sensor
SNR profile, the best performance is obtained by selecting a lower number of
sensors (those with highest SNRs). In a scenario with common average sensor
SNR, the profile which guarantees the best performance is the cubic. This is due to
the fact that it corresponds to the profile with the largest (in relative terms) number
of sensors with SNR higher than the average value. Therefore, a general conclu-
sion is that, for a given average sensor SNR, the best performance is obtained
when the variance of the sensor SNR is large, i.e., the sensor SNR profile is
irregular. The presence of noisy communication links has also been considered. In
this case, we have shown that the more irregular the sensor SNR profile, the milder
the impact of the noise level in the communication links.
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The analytical framework has been enriched with simulation and experimental
results (in terms of probability of decision error, throughput, and delay) relative
to IEEE 802.15.4-based clustered sensor networks with information fusion.
The obtained results confirm the validity of our analytical framework in realistic
networking scenarios. Moreover, it has been possible to characterize realistic SNR
profiles.

Finally, we have studied how to combine detection, decoding, and fusion at the
AP in sensor networks for distributed detection of a spatially constant binary
phenomenon. To this end, we have embedded simple distributed channel codes
(either block or repetition) into sensor network architectures. The performance of
the proposed schemes has been analyzed in scenarios with noisy observations and
communications. In all cases, the use of multiple observations (i.e., repetition
coding) guarantees the best performance, with respect to simple systematic block
coding strategies, for practical values of the probability of decision error. This
leaves the design of powerful distributed channel codes as an open problem.
Considering scenarios with distributed LDPC coding, our results show that
knowledge, at the AP, of the observation noise can significantly improve the
decoding process, i.e., it can help in reducing the negative effects of the com-
munication noise.

2.6 Further Readings

Recent years have witnessed an increasing interest for the use of distributed
detection techniques in sensor networks [40], especially for civilian applications
[41], e.g., environmental monitoring [42]. The application of distributed detection
techniques in the military field has, on the other hand, a long history. In all cases,
the goal of a sensor network with distributed detection is to identify the status of a
phenomenon of interest through a collaborative action of the sensors [43]. The
increasing interest for sensor networks has, therefore, spurred a significant activity
on the design of efficient distributed detection techniques, in order to obtain fault-
tolerant networks with the longest possible lifetime [44].

Several communication-theoretic-oriented approaches have been proposed to
study decentralized detection [45–52]. In [1], the authors follow a Bayesian
approach for the minimization of the probability of decision error at the AP and
study optimal fusion rules. Most of the proposed approaches are based on the
assumption of ideal communication links between the sensors and the AP.
However, in a realistic communication scenario, these links are likely to be noisy
[53]. The impact of noisy communication links on the design of optimal fusion
rules is evaluated in [3, 54–57]. A practical and widely used model for the noisy
communication links is the BSC [3, 49, 54–56]. In [3], a few techniques are
proposed to make the system more robust against the noise. In [51], the author
considers Minimum Mean Square Error (MMSE) parameter estimation in sensor
networks. Use of censoring algorithms at the sensors has also been studied for the
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design of decentralized detection schemes [58]. In [59], the authors analyze
aspects related to compression of observed data (using distributed source coding)
and data transmission.

Information-theoretic approaches have also been proposed for the study of
sensor networks with decentralized detection. In [50], the authors propose a
framework to characterize a sensor network in terms of its entropy and false
alarm/missed detection probabilities. Information theory has also been used to
tackle the problem of optimally placing sensors over a given surface to meet the
chosen design criterion. In [60], the mutual information is evaluated in a scenario
with censoring sensors which transmit their local likelihood ratios, by maximizing
the probability of correct decision [61]. In order to optimally place the sensors over
a given surface, system entropy and mutual information are considered in [62, 63],
respectively. In [64], an information-theoretic approach is proposed to solve, with
limited complexity, the problem of sensor selection and placement for target
localization and tracking. Decentralized detection algorithms, based on the eval-
uation of the sensor network mutual information, have also been proposed to
design intelligent systems that recognize, in a robust manner, a target in a scene
which rapidly changes [65].

The impact of communication constraints, e.g., limited bandwidth and presence
of noise, is considered in [66], where a randomization paradigm for decentralized
detection is proposed to overcome the communication bottle-neck. In [7], the
authors consider the problem of decentralized detection in wireless sensor net-
works where communication links are affected by fading. In the latter scenario, the
optimal distributed detection strategy is first derived, on the basis of the integration
of the communication and fusion phases, and then suboptimal (requiring a limited
a priori knowledge of the channel state) strategies are developed. This approach is
further extended in [54], where the authors optimize the local decision strategy in
sensor networks with fading, and in [67], where the authors propose a decentral-
ized detection strategy based on censoring sensors, which transmit only when their
local likelihood ratios are sufficiently large.

For what concerns the issue of energy efficiency, motivated by recent theo-
retical results in the area of network coding [68–73], significant research activity
has been devoted to the development of specific channel coding strategies.
Although preliminary works focus on scenarios with ideal communication chan-
nels, the impact of communication noise has also been investigated [74]. More-
over, distributed network coding strategies for the multi-access relay channel, i.e.,
a channel where source nodes can send their information to the destination through
a common relay node, have been investigated [75, 76].

The problem of extending the sensor network lifetime is a direct consequence
of the energy efficiency in scenarios with battery-powered nodes. In particular,
the derivation of upper bounds for the sensor network lifetime has been
exploited. In [77–85], various analyses are carried out according to the particular
sensor network architecture and the definition of sensor network lifetime. In [86],
a simple formula, independent of these parameters, is provided for the compu-
tation of the sensor network lifetime and a Medium Access Control (MAC)
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protocol is proposed to maximize the sensor network lifetime. In [87], a dis-
tributed MAC protocol is designed in order to maximize the network lifetime.
In [88], network lifetime maximization is considered as the main criterion for the
design of sensor networks with data gathering. In [89], the authors consider a
realistic sensor network with nodes equipped with TinyOS, an event-based
operating system for networked sensor motes. In this scenario, the network
lifetime is evaluated as a function of the average distance of the sensors from the
central data collector. In [90], an analytical framework, based on the Chen-Stein
method of Poisson approximation, is proposed in order to find the critical time at
which isolated nodes, i.e., nodes without neighbors in the network, begin to
appear, due to the deaths of other nodes. Although this method is derived for
generic networks where nodes are randomly deployed and can die in a random
manner, this can also be applied to sensor networks. Finally, an important area
of application of wireless sensor networking is the medical field. In [91], an
analysis of network lifetime using IEEE 802.15.4 sensor networks is derived for
this kind of applications.
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Chapter 3
Distributed Detection of Spatially
Non-constant Phenomena

In this chapter, we study sensor networks with distributed detection of a spatially
non-constant phenomenon. In particular, we consider binary phenomena charac-
terized by a generic number of status changes (from state ‘‘0’’ to state ‘‘1’’ or vice-
versa) across the sensors. We first derive the Mean Square Error (MMSE) fusion
algorithm at the Access Point (AP). Then, we propose simplified (sub-optimum)
fusion algorithms at the AP, with a lower computational complexity. While we
first consider a scenario with ideal communication links between the sensors and the
AP, we then extend our framework to scenarios with noisy communication links.

The structure of this chapter is the following. In Sect. 3.1, we derive MMSE
and simplified fusion rules at the AP in a scenario with ideal communication links
and both single and multi-boundary phenomena. In Sect. 3.2, we extend the pre-
vious fusion rules by taking into account the noise in the communication links
between the sensors and the AP. In Sect. 3.3, numerical results on the performance
of the proposed fusion algorithms are presented. In Sect. 3.4, the computational
complexity of the proposed algorithms, in terms of the number of required oper-
ations, is presented. Finally, concluding remarks are given in Sect. 3.5 and a brief
review of the literature is presented in Sect. 3.6.

3.1 Ideal Communication Links

We assume that the status of the phenomenon under observation is characterized
by a generic number nbs of boundaries. For the ease of simplicity, the status of the
phenomenon will be supposed independent from sensor to sensor. The existence of
correlation between sensors would require an extension of the derived algorithms.
This extension is investigated in [1]. Moreover, the proposed simplified algorithms
do not require the knowledge of a possible correlation among the sensors. In
particular, we preliminary investigate the performance when the communication
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links between the sensors and the AP are ideal, i.e., no noise is introduced during
data transmission.

Denote the overall phenomenon status as H ¼ ½H1; . . .;Hn� with Hi ¼ 0 or
Hi ¼ 1 (i ¼ 1; . . .; n).1 As in Chap. 2, the signal observed at the ith sensor can be
expressed, according to the observable model in (2.1), as

ri ¼ cE;i þ ni i ¼ 1; . . .; n

and the common Signal-to-Noise Ratio (SNR) at the sensors can be defined as
follows:

SNRsensor ¼
s2

r2
:

Each sensor processes (through proper quantization) the observed signal and the
output value by the ith sensor is denoted as di, fquantðriÞ; where the function
fquantð�Þ depends on the specific quantization strategy. In the following, we con-
sider (1) binary quantization and (2) absence of quantization. In [2], the proposed
analytical framework is extended to scenarios with multi-level quantization at the
sensors. Upon the reception of the messages sent by the sensors, the goal of the AP
is to reconstruct, through an MMSE or simplified fusion strategy, the status of the
distributed binary phenomenon H: More precisely, in the considered setting the
AP needs to estimate correctly the position of the boundary.

3.1.1 MMSE Fusion Rule

The following assumptions are expedient to simplify the derivation of the MMSE
detection strategy:

• changes of the phenomenon status are not admitted in correspondence to the first
and last sensors: the number of boundaries must then be such that 1� nbs� n�
2 (in particular, Hn ¼ Hn�1);

• the phenomenon status is perfectly known at the first sensor. In particular, we
assume H1 ¼ 0:

According to the above assumptions, the nbs boundaries a1; . . .; anbs
f g have to

simultaneously satisfy the following inequalities:

2� a1\a2\ � � �\ak�1\ak\ � � �\anbs
� n� 1: ð3:1Þ

1 Note that, while in Chap. 2 we consider H0 ¼ 0 and H1 ¼ 1; now the subscript of the
phenomenon H designates the specific sensor. The change of notation is due to the sake of
analytical simplicity.
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Therefore: between 1 and a1 � 1 the phenomenon status is ‘‘0’’; between a1 and
a2 � 1 the phenomenon status is ‘‘1’’; and so on. In order for the boundary dis-
tribution to be realistic, the following conditions must necessarily hold:

ak�1\ak �ðn� 1Þ � ðnbs � kÞ ¼ n� nbs þ k � 1 k ¼ 2; . . .; nbs: ð3:2Þ

For each value of k; condition (3.2) formalizes the intuitive idea that the kth
boundary cannot fall beyond the ðn� 1� nbs þ kÞth position, in order for the
successive (remaining) nbs � k boundaries to have admissible positions.

3.1.1.1 Binary Quantization

In this scenario, the ith sensor makes a decision comparing its observation ri with a
threshold value si; and computes a local binary decision di 2 f0; 1g; i.e:; fquantðriÞ ¼
Uðri � siÞ;where Uð�Þ is the unit step function. To optimize the system performance,
the thresholds sif g need to be properly selected. As in Chap. 2 (scenarios with
detection of spatially constant phenomena), a common value s at all sensors is
considered. This choice is intuitively motivated by the fact that the sensor SNR is
constant across the sensors. In the presence of a spatially non-constant phenomenon,
the threshold s needs to be optimized in order to minimize the distance between the
true phenomenon and its estimate at the AP. In [2], it is shown that the optimized
value of s corresponds to s=2; for every value of the number of sensors n:

Denoting as a the sequence of boundaries ða1; . . .; anbs
Þ; the MMSE estimation

strategy leads to ba ¼ E ajd½ � [3]. Using the assumptions introduced at the begin-
ning of this subsection, the generic component of the vector ba can be written as2

bak ¼ E akjd½ � ¼
Xn

ak¼1

Pfakjdg ¼
Xn�nbsþk�1

ak¼kþ1

akPfakjdg k ¼ 1; . . .; nbs ð3:3Þ

where the upper and lower bounds of the sum in the last term are properly
modified in order to take into account the constraint (3.2). The computation of
(3.3) can be carried out by applying the following approach. The probability
Pfakjdgðk ¼ 1; . . .; nbsÞ can be obtained by marginalizing the joint probabilities of
proper boundaries’ sequences. By applying the Bayes formula and the total
probability theorem [4], after a few manipulations the conditional probability mass
function (p.m.f.) of a can be expressed as

Pfajdg ¼ PfdjagPfag
Xn�nbs

a1¼2

. . .
Xn�nbsþk�1

ak¼kþ1

. . .
Xn�1

anbs
¼nbsþ1

PfdjagPfag

2

4

3

5

�1

: ð3:4Þ

2 For ease of notational simplicity, in (3.3) we use the same symbol ak to denote both the
random variable (in the second term) and its realization (in the third and fourth terms). The
same simplified notational approach will be considered in the remainder of Sect. 3.1. The
context should eliminate any ambiguity.
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The first multiplicative term at the right-hand side of (3.4) can be written as

Pfdjag ¼
Yn

i¼1

Pfdijag ¼
Ya1�1

i¼1

Pfdijag|fflfflfflffl{zfflfflfflffl}
Hi¼0

Ya2�1

j¼a1

Pfdjjag
|fflfflfflffl{zfflfflfflffl}

Hj¼1

� � �
Yn

q¼anbs

Pfdqjag
|fflfflfflffl{zfflfflfflffl}
Hq¼0 or 1

ð3:5Þ

where we have used the fact that the sensors’ decisions are conditionally inde-
pendent. Note that, in the last n� anbs

þ 1 terms; Hi ¼ 0 if nbs is even, whereas
Hi ¼ 1 if nbs is odd. The component conditional probabilities at the right-hand
side of (3.5) can be written as

Pfdijag ¼

P ni

di ¼ 0
\[

di ¼ 1

s

8
<

:

9
=

;
if i 2 I0ðaÞ

P ni

di ¼ 0
\[

di ¼ 1

s� s

8
<

:

9
=

;
if i 2 I0ðaÞ

8
>>>>>>><

>>>>>>>:

¼
ð1� diÞ 1� U s

r

� �� �
þ diU s

r

� �
if i 2 I0ðaÞ

ð1� diÞ 1� U s�s
r

� �� �
þ diU s�s

r

� �
if i 2 I1ðaÞ

(

where

I‘ðaÞ,findexes i such that Hi ¼ ‘jag ‘ ¼ 0; 1

and UðxÞ has been introduced in (2.53).
The second multiplicative term at the right-hand side of (3.4) can be written,

using the chain rule [4], as

Pfag ¼
Ynbs

i¼1

Pfaijai�1; . . .; a1g ¼
Ynbs

i¼2

Pfaijai�1gPfa1g ð3:6Þ

where we have used the fact that the position of the ith boundary depends only on
the position of the (previous) ði� 1Þth boundary. The multiplicative terms at the
right-hand side of (3.6) can be evaluated by observing that each boundary is
spatially distributed according to the constraints in (3.2). In particular, by using
combinatorics, one obtains

Pfa1g ¼
1

n� nbs þ 1

Pfakjak�1g ¼
1

n� nbs þ k � ak�1
k ¼ 2; . . .; nbs:
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The last term at the right-hand side of (3.4) (i.e., the denominator) can be easily
computed by observing that it is composed by terms similar to those evaluated in
(3.5) and (3.6).

Finally, the a posteriori probabilities of the boundaries’ positions in (3.3) can be
obtained by proper marginalization of the joint conditional p.m.f. in (3.4):

Pfakjdg ¼
X

� akf g
Pfa1; . . .; anbs

jdg k ¼ 1; . . .; nbs

where
P
� yif g f ðy1; y2; . . .; ynÞ is a short-hand notation for

P
y1
� � �
P

yi�1

P
yiþ1
� � �

P
yn

f ðy1; y2; . . .; ynÞ [5].

3.1.1.2 Absence of Quantization

In this case, the observations at the sensors are not quantized and a local likelihood
value, such as the conditional probability density function (p.d.f.) of the obser-
vable, is transmitted from each sensor to the AP. Obviously, this is not a realistic
scenario, since an infinite bandwidth would be required to transmit a p.d.f. value.
However, investigating this case allows to derive useful information about the
limiting performance of the considered distributed detection schemes, since
transmission of the p.d.f. of the observables does not entail any information loss at
the sensors.

The estimated boundaries can be written, according to the assumptions outlined
at the beginning of Sect. 3.1, as

bak ¼ E akjr½ � ¼
Xn�nbsþk�1

ak¼kþ1

akPfakjrg k ¼ 1; . . .; nbs: ð3:7Þ

The probabilities at the right-hand side of (3.7) can be obtained, as in Sect. 3.1.1.1,
through proper marginalization of joint conditional probabilities of the following
type:

Pfajrg ¼ pðrjaÞPfag �
Xn�nbs

a1¼2

. . .
Xn�nbsþi�1

aiþ1

. . .
Xn�1

anbs
¼anbs�1þ1

pðrjaÞPfag

2

4

3

5

�1

:

Under the assumption of independent sensors’ observations, it holds that

pðrjaÞ ¼
Yn

i¼1

pðrijaÞ

where
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pðrijaÞ ¼
pNðriÞ if i 2 I0ðaÞ

pNðri � sÞ if i 2 I1ðaÞ

�

ð3:8Þ

and pNðuÞ, 1ffiffiffiffiffiffiffi
2pr2
p expð� u2

2r2Þ:

3.1.1.3 Remarks

We would like to remark that the MMSE strategy outlined above is based,
regardless of the quantization strategy, on the assumption of knowledge of the
number of boundaries nbs at the AP. However, in several scenarios this knowledge
may not be a priori available and nbs should be properly estimated. The perfor-
mance of the MMSE algorithm with knowledge of nbs at the AP can then be used
as a benchmark for the performance of the simplified (and feasible) detection
algorithms introduced in Sect. 3.1.3.

3.1.2 Simplified Fusion Rule with a Single Boundary

Since the computational complexity of the MMSE fusion strategy rapidly
increases with the number of sensors [6], in this subsection we derive, under the
assumption of single boundary phenomena, a simplified low-complexity fusion
algorithm. The key idea of this simplified algorithm consists in approximating the
MMSE boundary estimate ba ¼ E½ajd�; which involves a statistical average, with a
simpler deterministic expression. Note that the proposed approach relies on the
fact that our goal is to estimate a single boundary.

3.1.2.1 Binary Quantization

In this case, the boundary position is estimated as follows:

ba ’ argmin
1� j� n

Xj�1

i¼1

jdij2 þ
Xn

i¼j

jdi � 1j2
( )

: ð3:9Þ

The intuition behind the estimation strategy in (3.9) is based on the fact that there
is a single boundary: the initial sensors’ decisions (from the 1st to the ðj� 1Þth
sensor) are compared with ‘‘0,’’ whereas the others (from the jth to the nth sensor)
are compared with ‘‘1.’’ The estimated boundary minimizes the simplified cost

function jd � djj2; where dj, ½0; . . .; 0; 1|{z}
jth position

; 1; . . .; 1�; over all possible values of

j 2 f1; . . .; ng:
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3.1.2.2 Absence of Quantization

In this scenario, the a posteriori probabilities of the two hypotheses at each sensor,
conditionally on the observables, can be used to derive the proper objective
function to be maximized. In this case, one can write3

ba ’ argmax
1� j� n

Xj�1

i¼1

PfHi ¼ 0jrig þ
Xn

i¼j

PfHi ¼ 1jrig
( )

ð3:10Þ

where, using Bayes formula and assuming PfHi ¼ 0g ¼ PfHi ¼ 1g8i;

PfHi ¼ ‘jrig ¼
pðrijHi ¼ ‘Þ

pðrijHi ¼ 0Þ þ pðrijHi ¼ 1Þ ¼
pNðri � ‘ � sÞ

pNðriÞ þ pNðri � sÞ ‘ ¼ 0; 1:

3.1.3 Simplified Fusion Rule with Multiple Boundaries

Obviously, the computational complexity of the MMSE distributed detection
strategy in scenarios with an arbitrary number of phenomenon boundaries
increases more rapidly than in scenarios with a single phenomenon boundary (see
Sect. 3.4 for more details). Therefore, the derivation of simplified fusion algo-
rithms with low complexity (but limited performance loss) is crucial.

A first possible choice is a direct extension of the sub-optimal approach in
Sect. 3.1.2 for scenarios with a single phenomenon status change. However, this
class of simplified fusion algorithms is not efficient in a scenario with multiple
boundaries, since the number of comparisons with all possible sequences of
boundaries increases exponentially with the number of sensors. Therefore, we now
introduce another class of reduced-complexity fusion algorithms, which do not
make use of these comparisons. As before, we distinguish between two possible
quantization strategy at the sensors.

3.1.3.1 Binary Quantization

Define the following function:

fbqðk; dk
1Þ,

Xk

i¼1

½PfHi ¼ 0jdig � PfHi ¼ 1jdig� k ¼ 1; . . .; n ð3:11Þ

where dk
1 ¼ ðd1; . . .; dkÞ: The key idea of our approach is the following. The

function fbqðk; dk
1Þ is monotonically increasing (or decreasing), with respect to k;

3 Note that in (3.10) the ‘‘argmax’’ function is used, instead of the ‘‘argmin’’ function used in
(3.9), since the objective function needs to be maximized.
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while the phenomenon does not change its status. In correspondence to each
change of the phenomenon status, the function fbqðk; dk

1Þ changes its monotonic
behavior. More precisely, a phenomenon variation from ‘‘0’’ to ‘‘1’’ corresponds to
a change, trend-wise, from increasing to decreasing; a phenomenon variation from
‘‘1’’ to ‘‘0’’ corresponds to a change, trend-wise, from decreasing to increasing.
Therefore, by detecting the changes of the monotonic behavior of fbq one can
estimate the positions of the boundaries. A graphical description of the behavior of
fbq is shown in Fig. 3.1, where the phenomenon under observation and the function
fbq are shown, together with the estimated boundaries. In this pictorial example,
the estimated phenomenon coincides with the observed phenomenon.

Note that the proposed algorithm does not take into account the number of
boundaries nbs in the observed phenomenon. However, as we will highlight in
Sect. 2.4.5, our numerical results show that the algorithm estimates accurately the
number of boundaries for sufficiently high values of the sensor SNR, i.e., when the
quality of the sensors’ observations is sufficiently high. Obviously, one may
modify the estimation strategy in order to take into account the value of nbs: This
will lead to an improvement for small values of the sensor SNR, i.e., a scenario
which is not of interest for practical applications. The same considerations on
possible refinement of the estimation strategy also hold in the presence of multi-
level quantization or in the absence of quantization.

The probability PfHi ¼ ‘jdigð‘ ¼ 0; 1; i ¼ 1; . . .; nÞ in (3.11) can be written, by
applying the Bayes formula and following an approach similar to that in
Sect. 3.1.2.2, as

PfHi ¼ ‘jdig ¼
PfdijHi ¼ ‘g

PfdijHi ¼ 0g þ PfdijHi ¼ 1g

where we have used the fact that PfHi ¼ 0g ¼ PfHi ¼ 1g and

PfdijHi ¼ ‘g ¼
Pfs � ‘þ ni\sg ¼ Pfni\s� s � ‘g if di ¼ 0

Pfs � ‘þ ni [ sg ¼ Pfni [ s� s � ‘g if di ¼ 1

�

¼ ð1� diÞU
s� s � ‘

r

	 


þ di 1� U
s� s � ‘

r

	 
� �

: ð3:12Þ

Fig. 3.1 Illustrative
example: the phenomenon
under observation (solid line
with circles) and the
corresponding function fbq in
(3.11) (dashed arrows). The
estimated boundaries are
indicated by vertical arrows
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3.1.3.2 Absence of Quantization

In the absence of quantization at the sensors, one can introduce the following
function:

fnqðk; rk
1Þ,

Xk

i¼1

½PfHi ¼ 0jrig � PfHi ¼ 1jrig� k ¼ 1; . . .; n

where rk
1 ¼ ðr1; . . .; rkÞ and

PfHi ¼ ‘jrig ¼
pðrijH ¼ ‘Þ

pðrijH ¼ 0Þ þ pðrijH ¼ 1Þ l ¼ 0; 1; i ¼ 1; . . .; n

with pðrijH ¼ ‘Þ ¼ pNðri � ‘ � sÞ: The fusion algorithm at the AP is then identical
to that presented in the case with binary quantization, but for the use of fnq at the
place of fbq:

3.1.3.3 Remarks

One should observe that, unlike the MMSE strategy, the simplified detection
algorithm (with binary quantization and no quantization, respectively) does not
require knowledge of the number of boundaries nbs at the AP. Obviously, we
expect that the proposed algorithm will incur a performance degradation with
respect to the MMSE algorithm. However, this loss will be limited, as shown with
simulation results in Sect. 3.3.

3.2 Noisy Communication Links

In this section, we investigate the impact of noisy communication links (between
the sensors and the AP) on the structures and performance of the proposed fusion
algorithms. In particular, we focus on scenarios with multi-boundary phenomena,
since the fusion rules for the scenarios with single boundary phenomena and noisy
communication links can be easily derived from the equivalent scenarios with
ideal communication links.

3.2.1 MMSE Fusion Rule

3.2.1.1 Binary Quantization

In this case, the noisy communication links between the sensors and the AP are
modeled as independent Binary Symmetric Channels (BSCs). Here, we denote as d
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the sequence of binary decisions at the sensors (as in Sect. 3.1.1) and as dAP the
sequence of binary decisions received at the AP. Because of the presence of BSCs,
the received decisions dAP might differ from d (there could be ‘‘bit-flipping’’ in
some of the links). In this scenario, the MMSE estimation strategy at the AP
becomes:

ba ¼ E ajdAP
� �

:

The analytical framework described in (3.3–3.6) can be applied to this scenario as
well, by replacing d with dAP: In particular, the ith decision received at the AP can
be expressed, using the BSC model, as

dAP
i ¼

di with probability ð1� pÞ
1� di with probability p

�

where p is the cross-over probability of the BSC. After a few manipulations, one
obtains:

PfdAP
i jag ¼ pþ ð1� 2pÞP

dAP
i ¼ 0

ni \ s� s � ‘
[

dAP
i ¼ 1

8
<

:

9
=

;

¼ pþ ð1� 2pÞ ð1� dAP
i ÞU

s� s � ‘
r

	 


þ dAP
i Q

s� s � ‘
r

	 
� 


if i 2 I‘ðaÞ

where ‘ ¼ 0; 1 and QðxÞ has been introduced in Sect. 2.1.2.1.

3.2.1.2 Absence of Quantization

In a scenario with the absence of quantization, i.e., where the sensors transmit real
numbers (the likelihood values) to the AP, the BSC model for noisy communi-
cation links does not apply. In order to obtain results comparable with those
associated with a scenario with binary quantization, we consider Additive White
Gaussian Noise (AWGN) communication links. In other words, the ith observable
at the AP ði ¼ 1; . . .; nÞ; denoted as rAP

i ; can be written as

rAP
i ¼ rsensor

i þ ncomm
i ð3:13Þ

where rsensor
i is the observable transmitted by the ith sensor and ncomm

i has a
Gaussian distribution Nð0; r2

commÞ: The value of r2
comm is set in order to be

consistent with the value of the cross-over probability p in the scenario with BSCs.
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In particular, in the case with uncoded Binary Phase Shift Keying (BPSK)
transmission over AWGN links, the following relation holds [7]:

p ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffi
Eb

r2
comm

s !

: ð3:14Þ

Therefore, the value of r2
comm corresponding to a given value of the cross-over

probability p of the equivalent BSC can be obtained from (3.14). This will allow to
make a fair performance comparison between the cases with binary quantization
and without quantization.

After a few manipulations, one can conclude that the fusion rule described in
Sect. 3.1.1.2 still holds, by replacing the conditional p.d.f. in (3.8) with the
following:

pðrijaÞ ¼
pcommðriÞ if i 2 I0ðaÞ

pcommðri � sÞ if i 2 I1ðaÞ

�

i ¼ 1; . . .; n

where pcommðrÞ, 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pðr2þr2

commÞ
p exp � r2

2ðr2þr2
commÞ

h i
:

3.2.2 Simplified Fusion Rule

3.2.2.1 Binary Quantization

In order to extend the reduced-complexity fusion algorithm introduced in
Sect. 3.1.3.1 for a scenario with ideal communication links to a scenario with
BSCs, the objective function in (3.11) must be properly modified. In particular, the
following expression for the objective function can be derived:

fbqðk; dAP
k ; pÞ, ð1� 2pÞ

Xk

i¼1

½PfHi ¼ 0jdAP
i g � PfHi ¼ 1jdAP

i g� k ¼ 1; . . .; n:

ð3:15Þ

As one can see, the only difference between (3.11) and (3.15) lies in the term
ð1� 2pÞ: Since p 2 ð0; 0:5Þ; it follows that the term ð1� 2pÞ is always positive.
Therefore, this term does not influence the monotonic behavior of the sum at the
right-hand side of (3.15) and can be neglected without changing the behavior of
fbq: Finally, the conditional probabilities in (3.12) can be extended to a scenario
with BSC communication links as follows:
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PfdAP
i jHi ¼ ‘g ¼ pþ ð1� 2pÞP

dAP
i ¼ 0

ni \ s� s � ‘
[

dAP
i ¼ 1

8
<

:

9
=

;

¼ ð1� dAP
i Þ pþ ð1� 2pÞU s� s � ‘

r

	 
� �

þ dAP
i pþ ð1� 2pÞQ s� s � ‘

r

	 
� 


:

As shown in Sect. 3.1.3, the evaluation of these conditional probabilities is
sufficient for the implementation of the reduced-complexity fusion algorithm
illustrated in Fig. 3.1.

3.2.2.2 Absence of Quantization

As previously stated in Sect. 3.2.1.1, the fusion rule derived for a scenario with
ideal communication links in Sect. 3.1.3.2 still applies in the current scenario with
noisy communication links, but for the replacement of PðHi ¼ ‘jriÞ with PðHi ¼
‘jrAP

i Þði ¼ 1; . . .; n; ‘ ¼ 0; 1Þ; where rAP
i is defined in (3.13). After a few simple

manipulations, one obtains:

PfHi ¼ ‘jrAP
i g ¼

pcommðri � s � ‘Þ
pcommðrAP

i Þ þ pcommðri � sÞ i ¼ 1; . . .; n ‘ ¼ 0; 1:

3.3 Numerical Results

We now analyze, through Monte Carlo simulations, the performance of the
distributed detection schemes previously introduced. We denote as e the fol-
lowing quadratic distance between the observed phenomenon H and its

estimate bH :

eðH; bHÞ, hðH � bHÞ; ðH � bHÞi
�
�
�

�
�
�
2

ð3:16Þ

where h�; �i is the scalar product, � stands for bit-by-bit ex-or, and bH is the
estimated phenomenon, directly derived from the estimated boundaries’ positions
ba: We will simply refer to e as ‘‘distance’’. Note that expression (3.16) for
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the distance reduces to eðH; bHÞ ¼ ja� baj2 in the case of single-boundary
phenomena.

The Monte Carlo simulation results are obtained through the following steps:

1. the number of boundaries and their positions are randomly generated according
to a uniform distribution4 (in the case of a single boundary, only its position is
randomly generated);

2. the sensors’ decisions (or the p.d.f. of the observables, according to the chosen
quantization strategy at the sensors) are transmitted to the AP;

3. the AP estimates the boundaries’ positions through either the MMSE or the
simplified fusion algorithms previously proposed;

4. the distance e (between the true phenomenon and its estimate) is evaluated, on
the basis of the estimated sequence of boundaries;

5. steps 1�4 are repeated a sufficiently large number of times, by generating
different numbers of boundaries during each simulation run;

6. the average distance e is finally computed as the arithmetic average of the
distances computed at the previous iterations (in step 4 at each iteration).

We point out that the proposed performance analysis leads to the ‘‘average’’
performance over all possible numbers of boundaries. Should one limit the anal-
ysis to a fixed number of boundaries, it is expected that the performance will either
improve (if the fixed number of boundaries is small) or worsen (if the fixed number
of boundaries is large).

3.3.1 Ideal Communication Links

In Fig. 3.2, the distance e is shown, as a function of the sensor SNR, in a scenario
with single boundary phenomena and ideal communication links. Two possible
values for the number n of sensors are considered: (i) 16 and (ii) 32. The results
with both absence of quantization and binary quantization at the sensors are
presented. One can observe that the distance reduces to zero for increasing values
of the sensor SNR in all considered scenarios; this is to be expected, since the
sensors’ observations and, consequently, the data sent to the AP are more and more
reliable. For low values of the sensor SNR, instead, the distance increases for
increasing values of the number of sensors, since larger values for the estimated
boundary are possible and, therefore, the distance may become larger. Note, also,
that the performance degradation incurred by the use of quantization, with respect
to the unquantized case, increases for increasing numbers of sensors. No result in
the case of multi-level quantization is reported here. However, the results in [2]

4 Obviously, after the position of a boundary is extracted, the following boundary position is
randomly chosen among the remaining positions. After all the boundary positions are extracted,
they are ordered. This implies that the multiple conditions in (3.1) are satisfied.
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show that the use of higher-level quantization (e.g., 2 or 3 quantization bits) leads
to a minor performance gain. Finally, the scheme with simplified fusion rule at the
AP has a performance worse than that of the scheme with the MMSE fusion rule at
the AP. However, the performance of the simplified fusion algorithm is close to
that of the MMSE fusion rule in the region of interest ðSNRsensor	 0 dBÞ and the
performance loss reduces to zero for large values of the sensor SNR.

In order to evaluate the loss incurred by the use of the simplified fusion
algorithm, it is expedient to introduce the following percentage loss:

P,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
esimp � eMMSE

eMMSE
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Term1

� e
simp � eMMSE

n2
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Term2

v
u
u
u
t

: ð3:17Þ

The intuition behind the definition of P in (3.17), corresponding to the geometric
average of Term1 and Term2; is the following. Term1 represents the relative loss of
the simplified fusion rule with respect to the MMSE fusion rule. However, using
only this term could be misleading. In fact, for high sensor SNRs, the terms esimp

and eMMSE are much lower than n2 (the maximum possible distance). Therefore,
even if esimp [ eMMSE (for example, esimp ¼ 4 and eMMSE ¼ 1 with n ¼ 32), both
algorithms might perform very well. The introduction of Term2 eliminates this
ambiguity, since it represents the relative loss (between MMSE and simplified
fusion algorithms) with respect to the maximum (quadratic) distance, i.e., n2: In
Fig. 3.3, the behavior of P is shown as a function of the sensor SNR. In the region
of interest (SNRsensor	 0 dB), one can observe that P is lower than 15%, i.e., the
proposed simplified fusion algorithm is effective. Note that the same consider-
ations can be carried out in a scenario with noisy communication links.

In Fig. 3.4, the distance is shown, as a function of the sensor SNR, in scenarios
with multi-boundary phenomena and ideal communication links, with n ¼ 8
sensors. No quantization is considered at the sensors and the performance with the
simplified fusion algorithm at the AP is compared directly with that obtained using
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Fig. 3.2 Distance, as a
function of the sensor SNR,
in a scenario with single
boundary phenomena and
ideal communication links.
Two possible values for the
number n of sensors are
considered: (i) 16 and (ii) 32.
The results with both absence
of quantization and binary
quantization at the sensors are
shown

114 3 Distributed Detection of Spatially Non-constant Phenomena



the MMSE fusion rule. As expected, the distance e reduces to zero for increasing
values of the sensor SNR and the performance with the MMSE fusion algorithm is
better than that with the simplified fusion algorithm. We recall that the perfor-
mance with the MMSE fusion rule can be evaluated only in scenarios with a
number n of sensors not larger than 8, since the computational complexity
becomes unbearable for values of n larger than 8 (the simulations are too lengthy).
In order to investigate scenarios with larger numbers of sensors, the use of the
reduced-complexity simplified fusion algorithms derived in Sect. 3.1.3 is man-
datory. Our results presented in [2] show that the proposed simplified fusion rule is
effective for all the considered values of the number of sensors n , i.e., the distance
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Fig. 3.3 Percentage loss, as a function of the sensor SNR, in a scenario with a single boundary
phenomenon and simplified fusion algorithm at the AP. The communication links are ideal. Three
different values for the number n of sensors are considered: (i) 8, (ii) 16, and (iii) 32. The
performance in the presence of no quantization (solid lines) is compared with that using binary
quantization at the sensors (dashed lines)
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reduces to zero for large values of the sensor SNR. Moreover, the performance
does not improve by using more than one quantization bit at the sensors. It remains
to be investigated what would be the relative loss of the simplified fusion algo-
rithm, with respect to the MMSE fusion algorithm, in scenarios with multi-
boundary phenomena. The fact that the quantization strategy at the sensors has
little impact seems to suggest that this relative loss might not be negligible.

3.3.2 Noisy Communication Links

We finally investigate the impact of noisy communication links on the system
performance. In Fig. 3.5, the distance is shown, as a function of the cross-over
probability p; in a scenario with n ¼ 8 sensors and binary quantization—in this
case, the communication links are modeled as BSCs. Three values for the sensor
SNR are considered: (i) -10 dB, (ii) 0 dB, and (iii) 10 dB. Both MMSE and
simplified fusion algorithms at the AP are considered. As previously observed in
Fig. 3.4, the use of the simplified fusion algorithm at the AP leads to a perfor-
mance worse than that with the MMSE fusion algorithm. However, the higher is
the sensor SNR, the smaller is the difference between the performance of the two
algorithms. Moreover, one can observe that the distance might not converge to
zero, due to the presence of two independent noise components (i.e., observation
and communication noises). For a sufficiently high value of the sensor SNR,
however, the distance reduces to zero when p tends to zero (as confirmed by the
results in Fig. 3.4).

In Fig. 3.6, the distance e is shown, as a function of the sensor SNR, in a scenario
with n ¼ 8 sensors, noisy communication links (modeled as BSCs), and binary
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Fig. 3.5 Distance, as a function of the cross-over probability p; in a scenario with n ¼ 8 sensors,
binary quantization, and noisy communication links (modeled as BSCs). Three values for the
sensor SNR are considered: (i) -10 dB, (ii) 0 dB, and (iii) 10 dB. Both MMSE and simplified
fusion algorithms at the AP are considered
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quantization at the sensors. Four different values of the cross-over probability p are
considered: (i) 0.1, (ii) 0.2, (iii) 0.3, and (iv) 0.4. The performance with both MMSE
and simplified fusion algorithms at the AP is investigated. Unlike the results pre-
sented in Sect. 3.1.3 for a scenario with ideal communication links, there appears to
be a distance floor (higher than zero) for large values of the sensor SNR. This is to
be expected, since the communication noise (independent of the observation noise
at the sensors) prevents the AP from correctly recovering the data sent by the
sensors. In particular, when the cross-over probability is sufficiently high (e.g.,
p ¼ 0:4), the performance does not depend on the value of the sensor SNR, since
the noisy communication links make the data sent by the sensors very unreliable.
Finally, one can observe that, for low values of the sensor SNR, the simplified
fusion algorithm shows a non-negligible performance loss with respect to the
MMSE fusion algorithm. This loss reduces to zero, for increasing values of the
sensor SNR, only for sufficiently small values of p: In other words, if the com-
munication links are not reliable, then increasing the accuracy of the observations at
the sensors is useless.

Finally, in Fig. 3.7 the distance e is shown, as a function of the sensor SNR, in a
scenario with n ¼ 8 sensors, absence of quantization, and noisy communication
links (modeled as AWGN channels). Two different values of the bit error rate p
(corresponding to different values of r2

comm according to (3.14)) are considered:
(i) 0.1 and (ii) 0.2. The performance of both MMSE and simplified fusion algo-
rithms at the AP is evaluated. One can observe that, unlike the case with binary
quantization at the sensors, the distance reduces to zero when the sensor SNR
increases, i.e., no floor appears. Moreover, the distance with the simplified fusion
rule at the AP approaches that with the MMSE fusion rule, i.e., it reduces to zero.
This means that the proposed simplified fusion algorithm is (asymptotically)
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Fig. 3.6 Distance, as a function of the sensor SNR, in a scenario with n ¼ 8 sensors, binary
quantization, and noisy communication links (modeled as BSCs). Four different values of the
cross-over probability p are considered: (i) 0.1, (ii) 0.2, (iii) 0.3, and (iv) 0.4. Both MMSE and
simplified fusion algorithms at the AP are considered
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effective. Obviously, this is only a theoretical performance limit. In fact, even if the
communication links were noisy, the transmission of the ‘‘exact’’ observables
(requiring an infinite bandwidth) from the sensors would allow a correct estimation
of the true phenomenon. This cannot happen in realistic scenarios with limited
transmission bandwidths.

3.4 Computational Complexity

It is now of interest to evaluate the improvement, in terms of computational
complexity reduction with respect to the MMSE fusion rule, brought by the use of
the simplified fusion algorithms. As complexity indicators, we choose the numbers
of additions and multiplications (referred to as ns and nm; respectively) required by
the considered fusion algorithms, evaluated as functions of the number of sensors
n: The following considerations are carried out referring to the formulas relative to
the fusion algorithms for the scenario with ideal communication links (i.e., the
derivations in Sect. 3.1). However, the same conclusions still hold for scenarios
with noisy communication links, since the structures of the proposed fusion
algorithms are the same in both scenarios (i.e., only the expressions of the used
probabilities and p.d.f. change).

The numbers of operations (in terms of additions and multiplications) required
by the MMSE fusion algorithm are nMMSE

s ¼ Hðn2nbsÞ and nMMSE
m ¼ Hðn2nbsþ1Þ;

respectively—recall that nbs is the number of boundaries. The notation
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Fig. 3.7 Distance, as a function of the sensor SNR, in a scenario with n ¼ 8 sensors, absence of
quantization, and noisy communication links (modeled as AWGN channels). Two different
values of the equivalent bit error rate p (corresponding to different values of r2

comm according to
(3.14)) are considered: (i) 0.1 and (ii) 0.2. Both MMSE and simplified fusion algorithms at the AP
are considered
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f ðnÞ ¼ HðgðnÞÞ means that there exists an n0 such that for n [ n0; 9c1 2 ð0; 1Þ;
c2 [ 1 such that c1gðnÞ� f ðnÞ� c2gðnÞ [8]. As described at the beginning of
Sect. 2.4.5, in the considered simulation set-up the number nbs of boundaries is ran-
domly chosen between 1 and n� 2: Therefore, one can assume that the phenomenon
is characterized, on average, by ðn� 2Þ=2 boundaries. Under this assumption, the
numbers of additions and multiplications required by the MMSE fusion algorithm
would be nMMSE

s ¼ Hðnn�2Þ and nMMSE
m ¼ Hðnn�1Þ: On the other hand, the reduced-

complexity fusion algorithm requires only n additions, since no multiplication has to
be performed. Therefore, the computational complexity of the proposed simplified
fusion algorithm is characterized by nsimp

m ¼ 0 and nsimp
s ¼ n; showing a significant

complexity reduction with respect to the MMSE fusion algorithm—this also jus-
tifies the non-negligible performance loss at small values of the sensor SNR.

3.5 Concluding Remarks

In this chapter, we have analyzed the problem of distributed detection of spatially
non-constant binary phenomena, i.e., phenomena with statuses characterized by
single or multiple boundaries. We have proposed an analytical framework con-
sidering various quantization strategies at the sensors: (i) no quantization at the
sensors and (ii) binary quantization. In all cases, the MMSE fusion algorithm at
the AP has been derived and the impact of relevant network parameters (e.g., the
sensor SNR, the communication noise level, and the number of sensors) has been
investigated. Then, low-complexity fusion rules for scenarios with single-bound-
ary and multi-boundary phenomena have been derived. We have shown that the
performance penalty introduced by the simplified fusion algorithms is asymptot-
ically (for high sensor SNR and low communication noise level) negligible.
Finally, we have quantified the computational complexity reduction brought by the
use of the simplified fusion algorithm with respect to the MMSE algorithm. Our
results underline that this complexity reduction is pronounced in scenarios with
multi-boundary phenomena.

3.6 Further Readings

In [6], the authors consider a scenario with a single phenomenon status change
(denoted, in the following, as boundary) and propose a framework, based on
MMSE estimation, to determine the position of this boundary. In [9], under the
assumption of proper regularity of the observed boundary, a reduced-complexity
MMSE decoder is proposed. In [10], the authors show that an MMSE decoder is
unfeasible for large scale sensor networks, due to its computational complexity,
and propose a distributed detection strategy based on factor graphs and the
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sum-product algorithm. Moreover, MMSE-based distributed detection schemes
have also been investigated in scenarios with a common binary phenomenon
under observation and bandwidth constraints [11]. Finally, in [12, 13] the authors
examine the problem of determining boundaries of natural phenomena through
proper processing of data collected by sensor networks. In those papers, particular
attention is devoted to the estimation accuracy, given in terms of the confidence
interval of the results obtained with the proposed framework.
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Part III
MAC and Connectivity





Chapter 4
Tree-Based Topologies for Multi-Sink
Networks

The connectivity theory studies networks formed by large numbers of nodes dis-
tributed according to some statistics over a limited or unlimited region of Rd; with
d = 1, 2, 3, and aims at describing the potential set of links that can connect nodes
to each other, subject to some constraints from the physical viewpoint (power
budget or radio resource limitations). Connectivity depends on the number of
nodes per unit area (nodes’ density) and on the transmit power. The choice of an
appropriate transmit power level is an important aspect of network design as it
affects network connectivity. In fact, with a high transmit power a large number of
nodes are expected to be reached via direct links. On the other hand, a low transmit
power would increase the possibility that a given node cannot reach any other
node, that is, it is isolated.

In ad hoc networks, the best performance is achieved when data generated by
a node can flow along the network and reach any possible endpoint. Therefore,
the goal of connectivity is to make it possible for any node to reach any other
node, perhaps in a multi-hop fashion. Although Wireless Sensor Networks
(WSNs) are sometimes thought of as a special case of ad hoc networks, they
present a substantial difference, that is, nodes are at least of two different types:
sensor and sink nodes. The purpose of this kind of networks is to process data
originated by sensors, and sinks are in charge of collecting such data. Thus, the
goal of connectivity is somewhat different here because it is sufficient for any
sensor node to be able to reach at least one sink node, either directly or through
other sensor nodes. That provided, the network is said to be fully-connected.

This chapter proposes statistical models to characterize connectivity in WSNs,
providing useful general insights on network parameters’ design rules, such as
node density and transmission power.

More precisely, a multi-sink WSN, where sensors transmit data to one sink
selected among many through multi-hop communication, is considered. Sensors
are organised in trees, rooted at the sinks. The optimal design of these trees,
assuming that sensors and sinks are uniformly and randomly distributed over an

C. Buratti et al., Sensor Networks with IEEE 802.15.4 Systems,
Signals and Communication Technology, DOI: 10.1007/978-3-642-17490-2_4,
� Springer-Verlag Berlin Heidelberg 2011
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infinite plane, is treated first. In particular, once the trees height is fixed, the
optimum number of children per parent, maximising network connectivity, is
derived. This analysis is performed through mathematical approaches and by
means of simulations. Then, a mathematical framework is developed to derive
some metrics which characterize the network connectivity level. In this case,
bounded and unbounded regions are considered.

The chapter is organised as follows. Section 4.1 introduces the aims of the
study proposed in this chapter. Sections 4.2 and 4.3 introduce the channel model
and some basics and properties on connectivity theory in Poisson Point Process
(PPP) field of nodes, used in the rest of the chapter. Section 4.4 defines the
scenario studied. In Sect. 4.5 the design of the optimum tree-based topology,
showing both mathematical and simulation results, is dealt with. In Section 4.6 the
multi-sink multi-hop connectivity model for bounded and unbounded regions is
described. Section 4.7 gives some concluding remarks, whereas further readings
on these topics are resumed in Sect. 4.8.

4.1 Aims of the Study

A multi-sink WSN, collecting data from the environment through the sampling of
some physical entities and sending them to some external user, through multiple
sinks, is considered. The reference application is spatial/temporal process esti-
mation [1] and the environment is observed through queries/respond mechanisms:
queries are periodically generated by the sinks, and sensor nodes respond by
sampling and sending data. Through a simple polling model, sinks periodically
issue queries, making all sensors perform sensing and communicate their mea-
surement results back to the sinks they are associated with. The user, by collecting
samples taken from different locations, and observing their temporal variations,
can estimate the realisation of the observed process. Good estimates require suf-
ficient data taken from the environment.

Often, the data must be sampled from a specific portion of space, even if the
sensor nodes are distributed over a larger area. Therefore, only a location-driven
subset of sensor nodes must respond to queries. The aim of the query/response
mechanism is then to acquire the largest possible number of samples from the area.

The data taken from the area where sensors are distributed are transmitted to a
centralised unit by means of wireless links connecting sensors to sinks, which
collect the samples and forward them to the unit through a proper network. If few
sensor nodes are deployed and the target area is small, a single sink can be used.
When the number of sensors or the target area is large, nodes are often organised in
clusters: one sink per cluster forwards the queries to sensors, and collects the
responses.

Sinks are sometimes specifically deployed in optimised and planned locations
with respect to sensors. However, opportunistic exploitation of the presence of
sinks, connected to the centralised unit through a mobile radio interface, is an
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option in some cases. Under these circumstances, many sinks can be present in the
monitored space, but their positions are unknown and unplanned; therefore,
achievement of a sufficient amount of samples is not guaranteed, because sensor
nodes might not reach any sink (and thus be isolated) due to the limited trans-
mission range.

According to the type of enabling technology used (e.g., Bluetooth or IEEE
802.15.4), different network topologies might be conveniently created such as, for
instance, trees, rings, or cluster-based topologies [2, 3]. For WSNs, where the set
of destination nodes (i.e., the sinks) is separated by those of sources (namely,
sensor nodes), tree-based topologies seem to be more efficient than the others. In
fact, routing is much simpler, and also distributed data aggregation mechanisms
are more efficient. Moreover, as stated in Chap. 1, this topology is one of the
topologies defined by the Zigbee Alliance [4, 5], therefore suitable for IEEE
802.15.4 networks. When dealing with a multiple sink scenario, formally a forest
of (disjoint) trees is formed. In this scenario, being an uncoordinated environment,
network connectivity is a relevant issue and is basically dominated by the ran-
domness of the radio channel and the density of sinks.

In this chapter, connectivity issues in tree-based multi-sink WSNs, by consid-
ering two separate studies (with different aims), are dealt with.

The first study focuses on properly designing the tree-based topology on the
basis of connectivity requirements. The objective of this study is to maximise the
number of samples reported to the sink(s), that is, network coverage, whereas
the tree height should be set keeping energy consumption under control. The study
has been carried out through simulations and mathematical analysis. In particular,
we study: (i) a multiple level tree topology using a deterministic Medium Access
Control (MAC), based on Bluetooth or the Contention Free Period (CFP) of the
IEEE 802.15.4 superframe (allocation of Guaranteed Time Slots (GTSs) to nodes)
and (ii) a three-level topology using both the Contention Access Period (CAP) and
CFP of the IEEE 802.15.4 superframe. The latter case is studied through simu-
lation [6], while the former can be mathematically handled through a statistical
approach. The mathematical model is derived, assuming that both sensors and
sinks are uniformly distributed over an infinite area. It is shown that in both cases
(i) and (ii), once the tree height is fixed, network coverage is maximised by a
proper choice of the average number of nodes at each level (and, therefore, of the
average number of children per parent). However, the choice of the tree height has
a relevant impact on such optimisation.

In the second study, instead, a bounded scenario where, once again, sinks and
sensors are uniformly and randomly distributed, is accounted for. In this scenario,
the probability that sensor nodes are connected to at least one sink is mathemati-
cally derived. Starting from such a result, the probability that all nodes, or a subset
of them, are connected, is computed. The work is based on previous papers pub-
lished in the literature that provided results in the case of an infinite plane [7, 8].
Our approach differs from the previous ones, since it takes into consideration
bounded scenarios, a situation which of course is way more realistic and requires
suitable consideration of the border effects. The analysis is first performed in the
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case of single-hop communication (i.e., every sensor transmits the sensed data
directly to a sink). Then, the multi-hop case (i.e., sensors may also act as routers) is
considered.

4.2 Channel and Link Models

Many works in the WSNs scientific literature assume deterministic distance-
dependent and threshold-based packet capture models. In other words, all nodes
within a circle centered at the transmitter, with given radius, can receive a packet
sent by the transmitting one; if a receiver is outside the circle, reception is
impossible [9–11]. While the threshold-based capture model, which assumes that a
packet is captured if the signal-to-noise ratio (in the absence of interference) is
above a given threshold, is a good approximation of real capture effects, the
deterministic channel model does not represent realistic situations in most cases.
The use of realistic channel models is therefore of paramount importance in
wireless systems. In this book, a narrow-band channel, accounting for the power
loss due to propagation effects, including a distance-dependent path loss and slow/
fast channel fluctuations, is considered. In [1], results of experiments made with
nodes using the IEEE 802.15.4 standard at 2.4 GHz Industrial Scientific Medical
(ISM) band, deployed in different environments (grass, asphalt, indoor, etc.), are
reported. The measurements provide inputs for understanding the basic aspects of
narrow-band propagation in typical WSNs scenarios at 2.4 GHz. In particular,
suitable comparison between the measurements performed and some simple
analytical expressions has been conducted for different environments [1]. Con-
sidering the received power in logarithmic scale, it was found that, in general, a
Gaussian model can approximate the measurements fairly well, with different
values of the standard deviation. Also some papers in the literature report results
achieved in similar environments, and the Gaussian model seems to be accredited.
Note that, since the scenario is stationary, the assumption of a (slow-varying)
shadowing environment is acceptable, as a log-normal distribution models the
randomness of the geometry (presence of obstacles, etc.). This is also done in other
papers in the literature on WSNs (see, e.g., [12]). Channel reciprocity is also
assumed.

It is assumed that the ratio between the transmit power, PT; and the received
power, PR; is given by k � db � S; where k is the propagation coefficient, d is the
distance between the transmitter and the receiver, b is the attenuation coefficient
which commonly ranges from 2 to 5, and S is the long-term (shadowing) fading
component. We define L ¼ k � db � S as the average (with respect to fast fading)
loss (in linear scale). By introducing the logarithmic scale, we obtain

L½dB� ¼ k0 þ k1ln d þ s½dB�; ð4:1Þ
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where k0 ¼ 10 log10 k; k1 ¼ b 10
ln 10; and s [dB] is a Gaussian random variable (r.v.),

with zero mean and variance r2
s : Note that in (4.1) the dependence on the distance

is through a natural logarithmic function, instead of a more typical base 10 log

function. However, the transformation is quite simple, and this notation is the same
used in works taken from the literature whose results are used as starting point in
this section [13]. This channel model was also adopted by Orriss and Barton [7]
and other authors [14, 15]. For instance, by suitably setting k1; it is possible to
accommodate an inverse square law relationship between power and distance
ðk1 ¼ 8:69Þ or an inverse fourth-power law ðk1 ¼ 17:37Þ:

For what concerns the link model, a radio link between two nodes is said to
exist, which means that the two nodes are connected or audible from each other,1

if L\Lth; where Lth represents the maximum loss tolerable by the communication
system. The threshold Lth depends on the transmit power and the receiver sensi-
tivity. By solving (4.1) for the distance d with L ¼ Lth; the transmission range can
be defined as follows:

TR ¼ e
Lth�k0�s

k1 ; ð4:2Þ

which corresponds to the maximum distance between two nodes at which com-
munication can still take place. Such range defines the connectivity region of the
sensor. Note that by characterizing the values of s; in different links, as inde-
pendent r.v.’s, we have different values of TR for every nodes’ pair. This means
that any sensor observes a different realization of the r.v. TR depending on the
direction of the potential interlocutor, thus acquiring a jaggy wireless footprint. In
other words, circles to predict sensor connectivity are not used here. However, by
setting rs ¼ 0; channel fluctuations are neglected and an ideal reference trans-
mission range can be defined as

TRi ¼ e
Lth�k0

k1 ; ð4:3Þ

which corresponds to the radius of the circular deterministic footprint.
According to this channel model, we can also define the probability that two

nodes are audible, denoted as CðdÞ; as the probability that L\Lth; i.e.,

CðdÞ ¼ PfL\Lthg ¼ 1� 0:5 erfc
Lth � k0 � k1 lnðdÞ

ffiffiffi
2
p

rs

� �

ð4:4Þ

where PfEg denotes the probability of the event E and erfcðÞ is the comple-
mentary error function. The disk model is obtained by considering rs ! 0; i.e.,
s � 0; thus leading to the following expression for CðdÞ:

CðdÞ ¼ 1 for d� TR
0 for d [ TR:

�

ð4:5Þ

1 Link reciprocity is assumed.

4.2 Channel and Link Models 127



As we can see in Fig. 4.1, taking into account a specific transmitting node, the
effect of the shadowing is to make audible some nodes that are not reachable when
adopting the disk model ðrs ¼ 0Þ because outside of the circle with radius TR: On
the other hand, shadowing also makes some nodes inside the circle non audible.

4.3 Connectivity Properties in PPP Fields

Let us consider a number of nodes randomly distributed over a field. It is worth
noting that, due to the random position of nodes and channel fluctuation effects, the
number of nodes which are connected2 to whatever a node in the field is not
deterministic. This is true regardless of the connectivity model we are considering.
Therefore, the number of nodes connected to a give node, n; is a r.v. whose
statistical properties depend on the connectivity models we are using and on the
spatial distribution of nodes. In particular, when the position of nodes is distributed
according to a PPP, we can apply the following theorem:

Theorem Assume a Poisson distribution of nodes in a m-dimensional space and
consider a reference node, denoted by RN ; located somewhere in the scenario. Let
d;CðdÞ; and n be the euclidean distance between a generic node and RN ; the
probability that a generic node is connected with RN ; and the number of nodes
which are connected with RN ; respectively. Then, n is a Poisson r.v.

Proof : The proof is a consequence of the Marking Theorem for Poisson processes
[1]. h

As a result of the previous property, the probability mass function (p.m.f.) of n is

Pfn ¼ n1g¼M Pðn1; lÞ ¼
ln1

n1!
e�l; ð4:6Þ

where l ¼ Efng; being Ef�g the expectation. l depends on the connectivity model
chosen, and on the area in which nodes are distributed. In particular, when the

Fig. 4.1 Link connectivity with and without shadowing effects

2 In the sense that the two nodes can reliably communicate to each other.
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channel model of Eq. 4.1 is used, the mean number of nodes audible within a
range of distances r1 and r; to a generic node (r� r1), is denoted as lr1;r and can be
written as [7, 13]

lr1;r ¼ pq½Wfa1; b1; rg �Wfa1; b1; rg�; ð4:7Þ

where q is the initial nodes’ density,

W a1; b1; rð Þ ¼ r2U a1 � b1ln rð Þ

� e
2a1
b1
þ 2

b2
1U a1 � b1ln r þ 2=b1ð Þ; ð4:8Þ

and a1 ¼ ðLth � k0Þ=rs; b1 ¼ k1=rs and UðxÞ ¼
Rx

�1
ð1=

ffiffiffiffiffiffi
2p
p
Þe�u2=2 du: By letting

r1 ¼ 0 and r !1 (which correspond to consider an infinite area where nodes are
distributed), Wða1; b1; rÞ vanishes and we can write

l0;1 ¼ �pqWða1; b1; r1Þ
¼ pq exp½ð2a1=b1Þ þ ð2=b2

1Þ�
¼ pq exp½ð2ðLth � k0Þ=k1Þ þ ð2r2

s=k2
1Þ�: ð4:9Þ

Note that the mean value of l ¼ Efng; is equal to l0;1 also in the case that nodes
are distributed over a finite plane, but border effects are negligible, which means
that the exponential Wða1; b1; rÞ is close to zero.

4.4 Reference Scenario

We assume that sensors and sinks are uniformly and randomly distributed over the
bi-dimensional plane with densities qs and q0; respectively, with the latter much
smaller than the former. We denote as D the ratio between these two densities, that
is D ¼ qs=q0:

The sensor nodes deployed in the monitored area (that could be bounded or
unbounded) need to communicate the sensed data to one sink, responsible for
collection of information from the area. Communication can take place through
multi-hop paths. Sensors are assumed to be split into T groups (that we call levels)
obtained through a random procedure which lets nodes belonging to each level be
all uniformly distributed in the area (bounded or unbounded). The nodes are then
connected through a hierarchical architecture, where nodes at a given level need to
connect to nodes at a lower level to reach a sink (sinks belonging to the lowest
level, in our formalism, see Fig. 4.2). As an example, it takes three hops to a node
belonging to level 3 to reach the sink: two nodes (one belonging to level 2 and the
other belonging to level 1) will act as relays. This assumption, that we denote as a-
priori level partitioning, accounts for networks where a node belongs to one out
of T categories of devices, each one having different physical features.
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The expression a-priori stems from the fact that the partitioning procedure occurs
independently from the nodes’ positions. Just to give a practical example, in IEEE
802.15.4 [16] networks, devices (such as the 13192 Evaluation Boards by Free-
scale [17] operating on a peer-to-peer topology, can be either Full Function Device
(FFD) or Reduced Function Device (RFD): hence, since an RFD device may only
talk to an FFD one, if the latter belongs to level i; the former will necessarily
belong to level i� 1. We emphasize that the nodes are then grouped with a-priori
fixed densities: in fact, regardless of whether we are dealing with two diverse
boards or with the same board running two different pieces of software, both the
hardware (in the first case) and the software (in the second) remain the same for
the entire operational time of the network (e.g., the software may not be
re-compiled on-the-fly). Hence, although it is not the optimal situation from a
connectivity perspective (not all possible paths to the sinks are exploitable), the
a-priori partitioning assumption is noteworthy because it is widely adopted in
practice. Moreover, connectivity models for two-dimensional T-hop networks
under more general conditions are still being studied [18].

We denote as qi the node density at level i; with i 2 ½1; . . .; T�; and we assume
that a node belongs to level i with a probability pi (equal for all nodes), fixed a-
priori as stated above; therefore, qi ¼ piqs: Whatever the strategy used, the density
of nodes at all levels must satisfy the following constraint:

XT

i¼1

qi ¼ qs: ð4:10Þ

4.5 On the Design of Optimum Tree-Based Topologies

The aim of this section is to optimally design the tree topology, accounting for
connectivity issues. We assume that the air interface imposes a maximum number
of nodes that can be connected to a given node. As an example, if Bluetooth is

Fig. 4.2 ZigBee-compliant
tree network topology
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used [19], a maximum number of seven slaves can be connected to the master of
the piconet. In particular, we will denote as ci the capacity of level i� 1 nodes,
that is the maximum number of ith level nodes that can be serviced by an (i� 1)th
level node. When the capacity does not depend on i; we denote it as c and also
refer to the maximum number of children per parent in the tree.

Two different scenarios are addressed in this section: (i) a multiple level tree
topology using a deterministic MAC protocol, that could be based on Bluetooth or
IEEE 802.15.4 if a maximum number of seven children per parent is imposed, that
is c� 7 (in this case, in fact, all nodes can use GTSs); and (ii) a three-level tree
topology using both CAP and CFP of IEEE 802.15.4, where the capacity constraint
could be imposed or not, and the contention-based MAC protocol is accounted for.
The first scenario is studied through a mathematical analysis, whereas the second
one is implemented through simulations. In Sects. 4.5.1 and 4.5.2, the multi-level
tree scenario is dealt with; whereas the three-level tree is described in Sects. 4.5.3
and 4.5.4.

4.5.1 The Multi-Level Tree: Mathematical Analysis

Being sensors and sinks Poisson distributed over the infinite bi-dimensional plane,
the number of samples reported to a generic sink through the tree is, once again, a
r.v., denoted as n; having a probability distribution f ðnÞ: When a capacity con-

straint is imposed, n is upper-bounded by nmax ¼
PT

i¼1 ci; if, more generally, no
constraint is imposed, then n is unlimited. The probability that the number of
samples received by a given sink is above (or equal to) a fixed fraction x of the
mean D is given by:

R ¼ Pfn� xDg ¼
X1

xD

f ðnÞ; ð4:11Þ

assuming xD is an integer. If xD is not an integer, the extension is straightforward.
Once f ðnÞ is known (this distribution is derived in the following), the only

degree of freedom, in order to properly design the trees, is the set of values
qi ði ¼ 1; . . .; TÞ; that need to be designed according to the constraint (4.10).

For the sake of simplicity, here it is assumed that the ratio between the node
density at a given level and the one at the next higher level is set to a common
value g; but for the T th level that will include the remaining nodes. Formally,

qi=qi�1 ¼ g i ¼ 1; . . .; T � 1 and qT=qT�1� g: ð4:12Þ

Therefore, g is the mean number of children per parent, and the probability of
blocking (i.e., the transmission of the samples collected to the higher level is not
possible because of capacity limits, or collisions) will be the same at all levels
from T � 1 to 1. It is worth noting that this choice is not necessarily optimized, as
the optimum choice should reflect a compromise between the cost of blocking the
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transmission at higher levels (where a node needs to report the many samples
collected by its children) and the overall network energy efficiency.

As a result, T and g should be fixed according to the constraint (4.10) and
expressions given in (4.12). Clearly, when g increases, the minimum value T
needed to satisfy the constraint (4.10) will decrease. In particular, using equations
(4.12) and (4.10) the minimum value of T is found using the following formula:

XT�1

i¼1

gi þ gT�1 � qT=qT�1 ¼ D: ð4:13Þ

On the other hand, if g significantly exceeds the air interface capacity, the prob-
ability of blocking will increase. Thus, the objective of our analysis is to derive the
value of g which optimises R:

According to the channel model described above, a node can hear a trans-
mitting one if L� Lth; thus, the number of level i sensors audible at a random point
on the plane has a Poisson distribution with the following mean:

li ¼ pqie
2ðLth�k0Þ

k1
þ2r2

s
k2
1 ; ð4:14Þ

which corresponds to Eq. 4.9 by replacing q with qi: As all sensors at all levels are
randomly distributed, this applies to the number of level i sensors audible from
every other sensor. This result is derived, in a different context, in [7].

Assuming that every sensor will seek service at the loudest sensor at the next
level, in [20] it is shown that the number of level i sensors seeking service at a
given level i� 1 node has a Poisson distribution with a given mean. In our case,
the mean number of level 1 sensors seeking service at a given sink is ½1� el0 � l1

l0
:

The ratio l1
l0

is the mean number of level 1 sensors per level 0 one, and the factor

½1� el0 � eliminates those which cannot hear at least one level 0.
To deal with the hierarchical case we define a probability generating function

PiðsÞ for the number of level i sensors being serviced by a given level i� 1 sensor.
Then the probability generating function for the number of level iþ 1 sensors
being serviced by a given level i� 1 sensor through level i sensors (a three-level
hierarchy) is

PiðsPiþ1ðsÞÞ: ð4:15Þ

Here, within the bracket, the term Piþ1ðsÞ ‘‘counts’’ the level iþ 1 sensors
reporting to a given level i one, and the additional s adds the latter before the report
is sent up to the next level.

The extension to higher level hierarchies is immediate. Thus the probability
generating function for the number of level iþ 2 sensors being serviced by a given
level i� 1 sensor through level i and level iþ 1 sensors (a four-level hierarchy) is

PiðsPiþ1ðsPiþ2ðsÞÞÞ; ð4:16Þ

and similarly for yet higher levels.
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In these circumstances, denoting as lðiÞ the mean number of level i sensors being
serviced by a given level i� 1 sensor, it follows that the mean number of level iþ 1
sensors being serviced by a given level i� 1 sensor through level i sensors is

lðiÞðlðiþ1Þ þ 1Þ; ð4:17Þ

while for the four-level hierarchy this becomes lðiÞlðiþ1Þlðiþ2Þ þ lðiÞlðiþ1Þ þ lðiÞ:
With no capacity limitation, this probability generating function is that of the
Poisson distribution of the number of sensors seeking service described above.
With capacity limitation, we start with that Poisson distribution (whose mean we
take as l), but cumulate all probabilities from the term in sci onwards. The
probability generating function therefore becomes

PiðsÞ ¼
Xci�1

u¼0

lusu

u!
e�l þ sci

X1

u¼ci

lu

u!
e�l: ð4:18Þ

The number of levels in the hierarchy depends on g and D: At one extreme, if
g�D; then all sensors are at level 1, and we have a two-level hierarchy. If g\D;
then the density of level 1 sensors is q0g; leaving a density q0ðD� gÞ of sensors to
allocate to lower levels: these will all remain at level 2 if g2�D� g: Otherwise,
the density of level 2 sensors will be q0g

2; leaving a density of q0ðD� g� g2Þ for
level 3 or lower. Repeating this process for as long as necessary, one finds that, in
general, the hierarchy will be of level T þ 1 if 0\D� g� g2 � � � � � gT�1� gT :

4.5.2 Mathematical Analysis Results

The following parameters are set: k0 ¼ 40 dB; k1 ¼ 15; rs ¼ 4 dB; Lth ¼ 110 dB;
q0 ¼ 10�4 m�2 and D ¼ 100: The default requirement is to have at least 90 samples
received at each sink (therefore, x ¼ 0:9). Capacity limit is c ¼ 7:

0 50 100 150 200 250 300 350 400 450
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

η=5

η=6

η=7

f (
n)

n

Fig. 4.3 Probability
distribution f ðnÞ of the
number of nodes serviced as a
function of n; for various
values of g: In all cases,
T ¼ 3:
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Let us consider T ¼ 3: According to the constraints (4.10) and (4.12), the
values of g that should be considered approximately range from 4.3 to 9.5.
Figure 4.3 shows the probability f ðnÞ as a function of n for g ¼ 5; 6; 7: As
expected, the means tend to converge to D when g increases, as all trees will find a
sufficient number of nodes to fill all levels. Is it worth noting that as g gets larger,
the variance of these statistics decreases.

Figure 4.4 shows the effect of x on the probability R; shown on the vertical axis
as a function of g; for T ¼ 3; again. According to the relevant variations on the
standard deviation of f ðnÞ; the curves vary significantly depending on x: In all
cases, an optimum value of g can be determined by these curves, depending on the
requirement set. Note that the optimum value is close to seven (i.e., the capacity
limit), or a bit larger. The sudden decrease of R after the maximum is determined
by the increase in the blocking probability. Also note that, as expected, when x is
larger, the probability R gets smaller.

Figure 4.5 shows R as a function of g for D ¼ 50; c ¼ 7; having set k0 ¼
40 dB; k1 ¼ 13:03; rs ¼ 3:5 dB; Lth ¼ 95 dB; and q0 ¼ 4� 10�4 m�2: According
to the constraints (4.10) and (4.12), the values of g that should be considered
depend on T : Here we consider the options T ¼ 4; 3; and 2: g can approximately
range from 2.4 to 3.2, from 3.2 to 6.5, and from 6.5 to 10, respectively. Note that
the cases with T ¼ 2 and 3 should converge for g ¼ 6:5; where we have a four-
level tree with the lowest level empty, or a three-level tree with the lowest level
having node density which is g times larger than that at the higher level. The same
holds for T ¼ 4 and 3 at g ¼ 3:2: Note that the larger x (i.e., a more stringent
requirement is set), the smaller the probability R; as expected. However, the most
important aspect stands in the maximum value of R; depending on x; optimum
performance is achieved for T ¼ 2 or 3. In other words, the optimum tree height
depends on the coverage requirement. From Fig. 4.5 it can be seen that for x ¼ 0:7
the optimum topology requires T ¼ 2; g 	 7:7; while for x ¼ 0:9 it is given by the
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pair T ¼ 3; g 	 4:5: In [6], this effect is more thoroughly discussed and it is shown
that this depends on the shape of the number of nodes reporting to a given sink
distribution.

In Fig. 4.6, we set D ¼ 200 and we leave the values of the other parameters as
in Fig. 4.5. The two cases T ¼ 4 ðg ranging in this case from 3.5 to 5.5) and 3
(from 5.5 to 9.5) are considered. Similar considerations to the case of Fig. 4.5 can
be done. However, given the larger average number of nodes per tree, with respect
to Fig. 4.5, the optimum topology requires T ¼ 3 or 4.

Finally, in Fig. 4.7 we show the behavior of R; for different capacities, having
fixed D ¼ 50; T ¼ 2; and x ¼ 0:7: In particular, the capacity limit for sinks is
c1 ¼ 13 while c2 ranges from 3 to 13. The graph shows that reducing c2 affects
only the left part of the curves, at least if the value is not too low. This can be
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motivated by the fact that for lower values of g; the lowest level in the tree is the
one hosting the majority of nodes, and a capacity limitation at the penultimate
level strongly affects the possibility to collect information from the field. On the
opposite, for large values of g; the lowest level tends to become empty, and such
capacity limitation does not affect significantly the probability R:

By comparing the curve for x ¼ 0:7 in Fig. 4.5 to those of Fig. 4.7, it can be
seen that the capacity increase from 7 to 13 clearly shows an improvement on
network coverage. However, R does not reach unity. Indeed, it was found that with
c tending to infinity, R monotonically increases with g; and the maximum is
reached for g ¼ 50 where R becomes approximately 0.98. The difference between
this value and unity is due to the statistical behaviour of the number of nodes per
tree: even if there are no capacity limitations and network connectivity is assured,
the probability of any given numbers of nodes being connected to a sink does not
reach unity because there is non-zero probability of trees with very few nodes
(even zero, with low probability).

Finally, results having fixed q0 ¼ 5� 10�4 m�2;D ¼ 10; k0 ¼ 40 dB; k1 ¼
13:03; rs ¼ 3:5 dB; and Lth ¼ 95:6 dB; are shown.

Figure 4.8 shows R; as a function of g; for x ¼ 0:7; 0.8, and 0.9. As we can see,
by increasing x;R decreases, as expected. According to the constraints (4.10) and
(4.12), the values of g that should be considered depend on T: Here we consider
T ¼ 2; 3, and 4, which correspond to g ranging in [2.71, 10], [1.74, 2.71], and [1.4,
1.74], respectively. Note that the cases with T ¼ 2 and 3 converge for g ¼ 2:71;
because in this point we have a four-level tree with the lowest level empty, or a
three-level tree with the lowest level having nodes density which is g times larger
than that at the higher level. The same holds for T ¼ 3 and 4, at g ¼ 1:74: In all
cases, the maximum value of R is reached for T ¼ 2; whereas the optimum value
of g decreases by increasing x: As one can see, even in the case x ¼ 0:7;R assumes
a maximum value equal to 0.4, that is quite low: the reason is that performance has
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been evaluated for a network with low density, which has connectivity problems.
Thus, in Fig. 4.9, we show R; as a function of g; for a network having q0 ¼
5� 10�4 m�2 and D ¼ 10; for T = 2, 3, and 4 and x ¼ 0:7; 0.8, and 0.9. As we
can see, this network is more connected than the one considered in Fig. 4.8; in
fact, R reaches the values of 0.85 for x ¼ 0:7: The optimum value of R is reached
for T ¼ 2 and for g ¼ 10; 7, and 6.3 in the three cases x ¼ 0:7; 0.8, and 0.9,
respectively. Moreover, we can note that for x ¼ 0:8 and 0.9, when g assumes
value larger than 7, R decreases: this is due to the capacity limit imposed (c ¼ 7)
which affects R; for large values of g:

4.5.3 The Three-Level Tree: Simulation Environment

Simulation results are generated through a C language simulation tool specifically
developed to model the environment and protocols described in the following. The
reference scenario considered consists of a number of nodes randomly and uni-
formly distributed over a square area (having side B meters, so that qs ¼ 1=B2),
which is Poisson distributed with given mean, Ns: Both single-sink and multi-sink
scenarios are simulated. In the first case only one sink is located in a given position
of the area and we fix Ns such that D ¼ Ns: In the multi-sink scenario, instead, a
number of sinks are Poisson distributed in the square, with given mean, I: As
stated in Sect. 4.1, in the simulation environment IEEE 802.15.4 devices are
considered. Therefore, the sinks are the Personal Area Network (PAN) coordi-
nators, managing a PAN, composed of a given number of sensors and formed
according to a procedure described in the following. Nodes work in beacon-
enabled mode, so that sinks periodically send beacon packets. The network must
be able to provide the information detected by nodes to the sinks within the
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superframe starting with the transmission of the beacon from sinks. We denote as
round the period of time between two successive beacon packets sent by the sinks
(i.e., the beacon interval). It is also assumed that all sinks are time synchronised,
i.e., they transmit the beacon packets at the same time.

Note that here we do not consider the Zigbee tree-based topology: tree for-
mation and the access to the channel is managed through a different communi-
cation protocol, described in the following.

Finally, we impose a capacity constraint, thus we fix a maximum number of
children per parent.

4.5.3.1 The Tree-Based Topology

The network is organised in a three-level hierarchical topology: the sink is at level
zero, level one is constituted by nodes denoted as Cluster Heads (CHs), and level
two is constituted by non CH nodes. Nodes elect themselves CHs with probability
p1: Therefore, we have q1 ¼ p1 � qs and consequently p1 ¼ g=D ¼ g=I: Recall that
g is the mean number of children per parent. Having fixed I; and by varying p1;
this observation allows to draw curves of R; that can be easily derived through
simulation, as a function of g:

The tree is formed according to the following steps.

1. PANs formation—each sink transmits a beacon packet and nodes select the
PAN to belong to on the basis of the received power: each node selects the sink
from which it receives the highest power.

2. Clusters formation—in each PAN a certain number of nodes elect themselves
CHs, with probability p1: Each CH broadcasts a packet informing of its role and
those nodes that did not elected themselves as CHs (non CHs) select their CHs
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to transmit to, on the basis of the power received by each CH. In particular,
once again, each node selects the loudest CH.

3. Transmissions—each non CH node transmits its packet to the respective CH,
which, on its turn, sends all packets received, plus the one it generated, to the
selected remote sink via a direct link. If a non CH node does not receive correctly
any broadcast packets coming from CHs, or there are not elected CHs in a PAN,
its packet is lost (transmissions from level two to level zero are not allowed).

As will be clarified in the following, two superframes are needed for exploiting
the protocol: a superframe is used for PANs and clusters formation and another
one is devoted to transmissions. In particular, a superframe for the tree formation,
is followed by Ntr superframes where sample transmissions take place. Therefore,
trees are formed every Ntr rounds (see Fig. 4.10). This is reasonable, under the
assumption that the channel has a coherence time equal to Ntr rounds.

4.5.3.2 MAC Layer Protocol

The beacon-enabled mode, with acknowledgement (ACK) transmission, is
considered.

Three kinds of packet can be transmitted in the network: the beacon, having a
size of 62 bytes (i.e., it is transmitted in 124 Ts; since a bit rate of 250 kbit/s is
used); the ACK packet sent to notify the correct reception of a data packet, having
a size of 5 bytes, and data packets, containing the measurement result and having a
size of 25 bytes (with a payload of 10 bytes).

At the end of the topology formation phase, it is assumed that the sinks are
aware of the topology. This is possible because of CH broadcasts and the ACK
packets sent by non CHs to notify broadcast reception are received by the final
sink too (assuming reciprocal links, if a node correctly receives the beacon, it can
reach the sink). Since CHs have to transmit to the final sink all packets received
inside their clusters plus the one generated by themselves, the loss of a CH packet
implies the loss of a large number of samples. For this reason we decide to assign
GTSs to CHs. Then, when the sink transmits the beacon which starts the sample
transmission phase, it assigns the GTSs to the CHs whose clusters are larger. In
other words, we introduce a priority for those CHs which have the largest cluster
sizes. Moreover the sink assigns a specific channel to each cluster, that is each non

Fig. 4.10 The IEEE 802.15.4 superframe used in the communication protocol
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CH belonging to a given cluster uses the same channel: in this way, collisions
between clusters are avoided, while non CHs compete during the CAP on a given
channel (in case of more than 16 clusters a spatial frequency reuse is performed).
Thus, both CAP and CFP are present: the CAP duration ranges from TCAPmax

¼
960 � 2SO � Ts � 124 Ts; when there are no CHs, and GTSs are not allocated, to
TCAPmin

¼ 60 � 2SO � Ts � ð16� 7Þ � 124 Ts; when there are seven or more than
seven CHs and all GTSs are allocated (see Fig. 4.10). A large value of SO is set so
that the packets (and the inter-frame space) could be contained in the minimum
duration of a GTS ð60 � 2SO TsÞ and seven GTSs could be allocated (see Chap. 1).
When the number of CHs is lower than seven, all the CAP is used by non CHs that
have to transmit to their CHs, through CSMA/CA. When, instead, the number of
CHs is larger than seven, the CFP is used and the CAP duration is TCAPmin

: In this
case, the CAP is subdivided into two parts: the first part, TCAPnonCH

; set to the C% of
TCAPmin

; is devoted to non CHs transmissions, whereas the second part, TCAPCH
; set

to ð100� CÞ% of TCAPmin
; is devoted to transmissions of the CHs that do not have a

GTS assigned. These nodes use the default frequency to transmit to the final sink,
thus they could collide. In the following, we show curves for different values of C:

No mechanism to handle hidden terminals is performed and, therefore, col-
lisions occur and some packets are lost. To realistically account for collisions,
capture effect is taken into consideration: we assume a packet is captured by the
receiver, even in the case of packet collisions (i.e., simultaneous transmissions of
packets by different nodes), if

PR0
PNc

i¼1 PRi

[ a ð4:19Þ

where PR0 is the power received from the useful signal; PRi is the ith interferer
power; Nc is the number of colliding packets; and a is the capture threshold (i.e.,
the protection ratio), set to 4 dB. When condition (4.19) is not fulfilled, the packet
is lost and the receiving node does not transmit the ACK packet.

4.5.4 Simulation Results

In this subsection, we report the numerical results obtained through simulations, in
the mono- and multi-sink scenarios. 1000 rounds are simulated and then, ten
different and uncorrelated realisations of node locations are considered. At each
round the packet error rate, obtained dividing the number of samples lost by the
number of nodes in the network, is computed and, at the end, R is evaluated.

The packet losses are caused by the following events:

• a node is isolated: it does not receive the beacon packet or it does not receive
any CH broadcast packet and it cannot reach directly the final sink; this event
has very low probability with the system parameters considered in this chapter;
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• a node tries to access the channel for more than NBmax consecutive times
without success (see Chap. 1);

• a node does not succeed in correctly transmitting its packet by the end of the
superframe portion devoted to it;

• when a capacity constraint is imposed it may happen that some nodes (CHs or
non CHs) cannot transmit their packets to their parent (the selected sink, or CH).

As in the mathematical analysis, the objective is to maximise the probability R
that the number of samples received by the final sink is above (or equal to) a fixed
fraction x of the mean D: To do this, we study the behaviour of R by varying g (and
thus p1): results show that there exists an optimum value of g; maximising R: This
optimum number can be easily motivated by the need to compromise between the
load within clusters, which depends on their size and is controlled by increasing
the number of CHs, and the probability of collisions among CH packets, that can
be minimised by decreasing the number of CHs.

The first results are obtained in the single-sink scenario, by setting Ns ¼ D ¼
100;B ¼ 100 m (i.e., q0 ¼ 10�4 m�2), SO ¼ 10; k0 ¼ 40 dB; k1 ¼ 15; rs ¼ 4 dB;
and Lth ¼ 110 dB:

In Fig. 4.11, R is shown as a function of g; by varying the threshold x: In all
cases, the percentage C is set to 70. No capacity constraints are imposed here. By
increasing x;R decreases, as expected. As we can see, the curves show a maxi-
mum, that is there exists an optimum value of g; denoted as gopt; for which R
assumes a maximum value. In fact, when g is too low, GTSs are not exploited and
the number of non CHs which compete for the channel is large and collisions
inside clusters have higher probabilities. On the other hand, when g increases, the
number of CHs using the CAP becomes large and the collision probability
increases in the superframe portion devoted to CHs. We note that, by varying x;
the value of gopt remains approximately the same.
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Fig. 4.11 R; as a function
of g; in the case C ¼ 70
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In Fig. 4.12, instead, the case with C ¼ 100 is investigated. In this case, the
maximum number of CHs that can be connected to the final sink is seven;
therefore, it is equivalent to impose the constraint c1 ¼ 7; whereas no constraint is
imposed on c2: In this way, if the number of CHs is larger than seven the samples
gathered by those having smaller clusters are lost. As one can see in Fig. 4.12, the
curves reach a maximum in correspondence to an optimum value gopt; once again,
by increasing x;R decreases and gopt is approximately the same for the different
values of x:

If we compare Figs. 4.11 and 4.12, we can observe that when TCAPCH
is set to

zero, performance worsens, because when the number of CHs is larger than seven
all their packets are lost. Consequently, the gopt values in this case are lower than
the ones obtained with TCAPCH

set to 70% of TCAPmin
; because the network works

better when the number of CHs is lower.
In the following figures, a comparison between the results obtained through

simulations and the mathematical model for the single-sink scenario, while setting
T ¼ 2 (three-level tree), is provided. Owing to the different strategies to access the
channel, contention-based in simulations and contention-free in the mathematical
framework, the comparison does not aim at validating the model, but at showing
how the use of different MAC protocols impacts the performance.

The following values for the parameters are set: Ns ¼ D ¼ 50;B ¼ 50 m
(i.e., q0 ¼ 4� 10�4 m�2), SO ¼ 10; k0 ¼ 40 dB; k1 ¼ 13:03; rs ¼ 3:5 dB; and
Lth ¼ 92 dB:

Figure 4.13 shows R; as a function of g; for D ¼ 50; c ¼ 13; with x taking
values 0.7, 0.8, 0.9. Simulation and mathematical results are reported. With such
large value of node capacity, for large g the number of collisions during the CAP
can be large. In fact, this scenario is characterised by soft capacity constraints. As a
result, the optimum value of g is smaller than in the case of deterministic access,
considered in the mathematical model. Simulations report better performance for
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Fig. 4.12 R; as a function of
g; in the case C ¼ 100
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the optimum values of g; because of the border effects introduced by the limited
area considered in the simulated scenario.

With smaller capacity values (see Fig. 4.14 with c set to 7), leading to situations
where coverage is limited by hard capacity constraints, we found that simulation
results give smaller values of R than the mathematical analysis. However, in this
case (where collisions play a minor role) the optimum value of g found with the
mathematical and simulation approaches coincide, confirming the motivation
given above to the different optimum values of g:

Finally, Fig. 4.15 reports simulation outcomes achieved for the same set of
parameters as in Fig. 4.13. The trends for the various values of c2 are very similar,
and the differences are motivated by the effects mentioned in the previous
subsections.

In Fig. 4.16, we compare results obtained in the single-sink and in the multi-
sink scenarios. For a fair comparison, we set a common value of sink’s density,
q0 ¼ 4� 10�4 m�2; and D ¼ 50: As a consequence, the square side varies with the
number of sinks: if the latter is equal to one, B ¼ 50 m; in case I ¼ 9;B ¼ 150 m;
and so on. The other parameters are set as follows: SO ¼ 10; k0 ¼ 40 dB; k1 ¼
13:03; rs ¼ 3:5 dB; and Lth ¼ 92 dB: The figure reports R as a function of g (equal
to p1 � D) in three different situations: (i) the single-sink deterministic scenario
(with sink located in the centre of the area); (ii) the single-sink random scenario
(where the sink is located in a random position); and (iii) the multi-sink case. We
set SO ¼ 10; x ¼ 0:7; and c1 ¼ c2 ¼ 13: This makes R decreasing rapidly when g
takes values larger than 13 (many nodes belong to level 1 but they are blocked, and
a few level 2 nodes connect to the level 1 nodes that are accepted by the sink). In
the deterministic single-sink case, according to the propagation parameters used,
and the side of the area, the majority of nodes can hear the sink and there are no
isolated nodes; thus, losses are due to MAC failures and capacity constraints. In
the multi-sink case, instead, R assumes smaller values, because of a larger
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Fig. 4.13 R; as a function of
g; in a scenario with D ¼ 50
and c ¼ 13: Mathematical
and simulation results are
reported
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probability to have isolated nodes that can hear no sinks. As I increases, the
dispersion in the number of nodes that join a sink decreases, and the distribution of
the PAN sizes has smaller variance. As a result, R increases.

The distributions of the PAN sizes are reported in Fig. 4.17 for I ¼ 100 and
200. They are compared to a Poisson distribution having proper mean: according
to [21], in an infinite plane the PAN sizes should be Poisson distributed with mean
that can be calculated starting from node and sink densities, and propagation and
physical layer parameters. The figure shows that the limited area brings to larger
variances in such distributions with respect to the infinite plane case. As a result of
such discussion, one can conclude that the multi-sink scenario gives smaller values
of R when g is given, owing to the larger variances of the PAN size distributions.
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Fig. 4.14 R; as a function of
g; in a scenario with D ¼ 50
and c ¼ 7: Mathematical and
simulation results are
reported

5 10 15 20 25 30

η

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R

c2

c2

c2

c2

c2

=11
=9
=7
=5
=3

Fig. 4.15 R; as a function of
g; in a scenario with D ¼ 50;
c1 ¼ 13; and x ¼ 0:7: Only
simulation results are
presented

144 4 Tree-Based Topologies for Multi-Sink Networks



In Fig. 4.18, we show R; as a function of g; for a network having side B ¼
150 m (thus I ¼ 9), having fixed x ¼ 0:7 and c1 ¼ 13; for c2 ranging from 3 to 13.
The curves behaviour is the same observed in Fig. 4.7, obtained through the
mathematical model. The values of R; obtained through simulations, are lower
than the corresponding values obtained through the mathematical model. This is
due to MAC failures and to the fact that we consider a network with I ¼ 9; which
is affected by border effects (here, in fact, different packets are lost for connectivity
issues), whereas by increasing I (as shown in Fig. 4.16), R increases (losses due to
connectivity issues decrease) and for high values of I we could reach the value
obtained in the mathematical model (we cannot show here results obtained for
larger values of I; owing to too long simulation time needed). The other difference
is that the maximum value of R is obtained for different values of g; this is due to
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the fact that the mathematical model requires an a priori definition of which level
each node belongs to, whereas in the simulation environment a real topology
formation algorithm is considered.

Finally, in Fig. 4.19 two new performance metrics (functions of x), denoted as
W and K; are introduced. W is defined as the probability that the number of
packets correctly received in the network, considering all sinks, is larger than a
percentage x of the real number of nodes in the network; K is defined as the
probability that the number of packets correctly received in the network, con-
sidering all sinks, is larger than a percentage x of the mean number of nodes in
the network. Thus, in Fig. 4.19 we show R;W ; and K; as functions of g; for
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x ¼ 0:7 and x ¼ 0:8 for a network distributed in a square area, having side
B ¼ 250 m ðI ¼ 100Þ; qs ¼ 0:2 m�2; q0 ¼ 0:002 m�2 and c ¼ 13: As we can
see, the W and K curves are overlapped; on the other hand, W and K show
different values with respect to R: When g is smaller than the capacity limit, W
and K tend to one because the distribution of the total number of nodes attached
to any sink shows a smaller variance with respect to the distribution of the
number n of nodes attached to a generic sink; when capacity limits become
significant (for larger g), the different clusters tend to be equally limited in size
and this reduces the probability of large values of the sum of all cluster sizes,
thus reducing W and K:

4.6 Connectivity of Multi-Sink Multi-Hop WSNs
in Bounded Regions

In this section, we mathematically derive the probability that sensor nodes uni-
formly distributed over the monitored area are connected to at least one sink,
where multiple sinks are also uniformly distributed over the same region. Starting
from such a result, we also derive the probability that all nodes, or a subset of
them, are connected. This derivation is performed assuming a link power loss
which takes both dependance on the distance and random channel fluctuations into
account (the channel model of Eq. 4.1) and considering border effects due to
finiteness of the deployment region. The latter is assumed to be a square, as it often
happens (see, e.g., [22]), because of its simplicity. Nonetheless, rectangular net-
works exhibit very similar connectivity properties unless one side is much greater
than the other [23].

The work is based on previous works [7, 23] devoted to single hop networks.
Here, bounded scenarios are accounted for, and this requires suitable consideration
of the border effects. It is also shown that this model converges to the ones applied
in the case of infinite plane, when the bounded region has an area which is
sufficiently large.

The analysis is first carried out in the case of single-hop communication (i.e.,
every sensor transmits the sensed data directly to a sink). Then, the multi-hop case
(i.e., sensors may also act as routers) is considered assuming tree-based topologies
of various heights and widths. Finally, the mean energy consumed by the network
is evaluated, and the tradeoff between connectivity and energy consumption is
shown.

In the remainder of this section, the connectivity model for infinite networks,
which represents the starting point of the analysis, is introduced. Then, in
Sect. 4.6.2 the bounded region is introduced and the full and partial connectivity
probabilities are derived for the single-hop case. In Sect. 4.6.3, the multi-hop case
is considered. In Sect. 4.6.4, the mean energy consumption is examined and
numerical results are shown in Sect. 4.6.5.
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4.6.1 Connectivity in Unbounded Single-Hop Networks

The first scenario consists of an infinite bi-dimensional plane with sensors and
sinks distributed according to a homogeneous PPP, with densities qs and q0;
respectively. Since the channel model described by Eq. 4.1 is used, the number of
audible sinks within a range of distances r1 and r from a generic sensor node
ðr� r1Þ; denoted as nr1;r; is Poisson distributed with mean lr1;r; given by Eq. 4.7
by simply substituting q with q0: Then by letting r1 ¼ 0 and r !1; we obtain

l0;1 ¼ pq0 exp½ð2ðLth � k0Þ=k1Þ þ ð2r2
s=k2

1Þ�: ð4:20Þ

Equation 4.20 represents the mean value of the total number, n0;1; of audible sinks
for a generic sensor, obtained considering an infinite plane [7]. Its non isolation
probability is simply the probability that the number of audible sinks is larger than
zero and is given by

q1 ¼ 1� e�l0;1 : ð4:21Þ

4.6.2 Connectivity in Bounded Single-Hop Networks

When moving to networks of nodes located in bounded domains, two important
changes happen. First, even with q0 unchanged, the number of sinks that are
audible from a generic sensor will be lower due to geometric constraints (a finite
area contains (on average) a lower number of audible sinks than an infinite plane).
Second, the mean number of audible sinks will depend on the position ðx; yÞ in
which the sensor node is located in the region that we consider. The reason for this
is that sensors which are at a distance d from the border, with d
 TRi; have smaller
connectivity regions and thus the average number of audible sinks is smaller.
These effects, known in literature as border effects [10], are accounted for in our
model.

The result (4.7) can be easily adjusted to show that the number of audible sinks
within a sector of an annulus having radii r1 and r and subtending an angle 2h; is
once again Poisson distributed with mean

lr1;r;h ¼ hq0½Wða1; b1; rÞ �Wða1; b1; r1Þ� 0� h� p: ð4:22Þ

If the annulus extends from r to r þ dr; and h ¼ hðrÞ; this mean value becomes

lr;rþdr;h ¼ hðrÞq0
dWða1; b1; rÞ

dr
dr 0� h� p: ð4:23Þ

Consider now a polar coordinate system whose origin coincides with a sensor
node. As a consequence of (4.23), if a region is located within the two radii r1 and
r2 and its points at a distance r from the origin are defined by a hðrÞ law (see [23,
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Fig. 1]), then the number of audible sinks in such a region is again Poisson

distributed with mean lr1;r2;hðrÞ ¼
Rr2

r1

hðrÞq0
dWða1;b1;rÞ

dr dr; that is, from (4.8) and after

some algebra,

lr1;r2;hðrÞ ¼
Zr2

r1

2hðrÞq0rUða1 � b1 ln rÞ dr: ð4:24Þ

Now consider a square SA of side B (dimension: [m]) and area A ¼ B2; where
sensors and sinks are uniformly distributed with densities qs and q0; respectively.
Equation 4.24 is suitable for expressing the mean number of audible sinks from an
arbitrary point ðx; yÞ of SA; provided that such point is considered as a new origin
and that the boundary of SA is expressed with respect to the new origin as a
function of r1; r2; and hðrÞ: In order to apply equation (4.24) to this scenario and
obtain the average number, denoted as lðx; yÞ; of audible sinks from the point
ðx; yÞ; the origin of a reference system has to be set in ðx; yÞ; partition SA in eight
subregions ðSr;1. . .Sr;8Þ by means of circles whose centers lie in ðx; yÞ (see [23,
Fig. 2]). Owing to the properties of Poisson r.v.’s, the contribution of each region
can be summed and we obtain an exact expression for

lðx; yÞ ¼
X8

i¼1

Zr2;i

r1;i

2hiðrÞ � q0 � r � Uða1 � b1 ln rÞ dr; ð4:25Þ

which is the mean number of sinks in SA that are audible from ðx; yÞ; where
r1;i; r2;i; hiðrÞ are reported in [23, Tables 1–2]. If we assume a single-hop network,
a sensor potentially located in ðx; yÞ is isolated (i.e., there are no audible sinks from
its position) with probability pðx; yÞ ¼ e�lðx;yÞ and it is non isolated with
probability

qðx; yÞ ¼ 1� e�lðx;yÞ: ð4:26Þ

Having assumed that sensor nodes are uniformly and randomly distributed in SA; if
we now want to predict the probability that a randomly chosen sensor node is not
isolated, we need to average qðx; yÞ on SA: In fact, the probability that a randomly
chosen sensor node is not isolated (which is an ensemble measure) and the average
non isolation probability over a single realization coincide due to the ergodicity of
stationary Poisson processes (see [24, p. 104]). This was also verified by
simulation.

Recalling that we have considered the lower half of the first quadrant, which is
one eighth of the totality, we have

q ¼ 8
A

ZB=2

0

Zx

0

qðx; yÞ dy dx: ð4:27Þ
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For the sake of simplicity, we define the function Fconð�; �Þ to be equal to the right
side of (4.27), so that

q ¼ Fconðq0;BÞ: ð4:28Þ

Several results may be derived from (4.28). First, we compute the probability that
the network is fully connected, Z; (i.e., every sensor can directly reach at least one
sink). Assume that we have k sensors in SA with positions ðx1; y1Þ; ðx2; y2Þ; . . .;
ðxk; ykÞ: By indicating with F the event of full connectivity and with ns the number
of sensors in a scenario, we have

PfFjns ¼ k; ðx1; y1Þ; . . .; ðxk; ykÞg ¼
Yk

i¼1

qðxi; yiÞ; ð4:29Þ

where we assumed that sensors connect to the sink independently from each
others, which is a realistic assumption in networks that are not capacity-limited
and PfEg denotes the probability of the event E:

Now, by deconditioning with respect to the nodes positions, we have

PfFjns ¼ kg ¼
Z

� � �
Z

|fflfflfflfflffl{zfflfflfflfflffl}
2k

Yk

i¼1

qðxi; yiÞfX1;Y1ðx1; y1Þ � � �

� � � fXk ;Ykðxk; ykÞ dx1 dy1 � � � dxk dyk

¼
Z Z

qðx1; y1ÞfX1;Y1ðx1; y1Þ dx1 dy1

� �

� � �

� � �
Z Z

qðxk; ykÞfXk ;Yk ðxk; ykÞ dxk dyk

� �

;

where

fXi;Yiðxi; yiÞ ¼
1=A; ðxi; yiÞ 2 SA

0; otherwise

�

is the probability density function p.d.f. of the position of the ith node. Note now
that since the same assumption (i.e., uniform distribution) holds for all nodes, thus
we have

PfFjns ¼ kg ¼
Z Z

qðx; yÞfX;Yðx; yÞ dx dy

� �k

¼ 1
A

ZB=2

�B=2

ZB=2

�B=2

qðx; yÞ dx dy

2

6
4

3

7
5

k

¼ 8
A

ZB=2

0

Zx

0

qðx; yÞ dy dx

2

6
4

3

7
5

k

¼ qk: ð4:30Þ
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Since ns is Poisson distributed with mean qsA; we can decondition (4.30) with
respect to ns and obtain

Z ¼ PfFg ¼
Xþ1

k¼1

PfFjns ¼ kg � Pfns ¼ kg ¼
Xþ1

k¼1

�qk � e
�qsA

k!
ðqsAÞk: ð4:31Þ

Equation 4.31 represents the probability that a sensor network performs at best
(full connectivity), but the event F turns out to be a strict requirement for most of
them. In other words, for many applications it is sufficient to guarantee that a certain
amount of sensors can transmit their data to the sinks. For this reason, it is of interest
to compute the probability of the event, Cj; of having at least a number, j; of
connected sensor (partial connectivity). We first consider the event C�j of having
exactly j connected sensors. When ns ¼ k; the probability of having j connected
sensors is

PfC�j jkg ¼
k
j

� �

�qjð1� �qÞk�j j� k; ð4:32Þ

where the binomial coefficient
k
j

� �

¼ k!

j!ðk � jÞ! accounts for all the possible ways

to group j sensors out of k: Note that for the events Cj and C�j the following holds:

Cj ¼ fC�j [ C�jþ1 [ � � � [ C�kg: ð4:33Þ

Thus, if we consider the event Cj we need to add contributions similar to (4.32) for
all j; j� k; to obtain

PfCjjns ¼ kg ¼
Xk

l¼j

k
l

� �

�qlð1� �qÞk�l j� k: ð4:34Þ

Once again, by deconditioning (4.34) with respect to ns we have

PfCjg ¼
Xþ1

k¼j

PfCjjkg � Pfkg

¼
Xþ1

k¼j

Xk

l¼j

k

l

� �

�qlð1� �qÞk�l � e
�qsA

k!
ðqsAÞk: ð4:35Þ

Note that the outer sum in (4.35) starts at j instead of 1, because when k\j there is
no contribution (i.e., the probability of having j connected sensors in a network
with less than j sensors is zero). For this reason, we want to highlight the fact that
PfCjg of (4.35) depends also on qs: in fact, the probability of having at least j
connected sensors is affected, besides �q; also by the total number of sensors in the
network (i.e., either connected or not). In order to emphasize this, a new notation,
Z�mðjÞ; is introduced and, after some simple algebra, we have
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Z�mðjÞ ¼ PfCjg

¼ e��m �
Xþ1

k¼j

Xk

l¼j

k

l

� �
�mk�qlð1� �qÞk�l

k!
; ð4:36Þ

with �m ¼ qsA being the average number of sensors in SA: Thus, Z�mðjÞ of (4.36) has
the meaning of probability of having at least j connected sensors in a network with
(on average) �m sensors.

4.6.3 Connectivity in Bounded Multi-Hop Networks

Now we wish to extend our analysis to the case of multi-hop WSNs. Each sensor is
allowed to forward its data to another sensor instead of trying to communicate
directly with the sinks, with the constraint of a fixed maximum number of hops.

The a-priori partitioning of nodes described in Sect. 4.4 is considered also here.
Each node belongs to one out of T levels, meaning that an ith level node can send
its data only to an ði� 1Þth level node. Therefore, it will take i hops to the former
node to communicate with a sink (which is considered a zero level node according
to this formalism). This approach is justified by the fact that in some classes of
sensor networks each node has a certain probability pi to be a level i node, with
i 2 ½0; T � (p0 is the probability of being a sink). Thus the parental relations between
nodes are in some sense pre-assigned. If qtot is the overall nodes density (i.e.,
qtot ¼ q0 þ qs) and qs is the overall sensor nodes density, we have for the generic

ith level density qi ¼ qtot � pi; 0� i� T; with
PT

i¼0 qi ¼ qtot and
PT

i¼1 qi ¼ qs:

We also assume that nodes at each level are uniformly distributed in SA: We now
want to find the probability �q1 that a randomly chosen sensor is connected and that
it is one-hop away from the sink. In terms of the Fcon function introduced in (4.28),
we can write

�q1 ¼ p1 � Fconðq0; SÞ; ð4:37Þ

where the two factors account for the events of belonging to the 1st level and being
actually connected to a sink, respectively. Note that �q1 of (4.37) has the same
meaning of �q in (4.27) when T ¼ 1: If we consider multi-hop paths, we can define
the probability �qi that a randomly chosen sensor has a connection to the sink
through a path containing at most i hops. In other words, it must be a connected 1st
level sensor, or a connected 2nd level sensor, or a connected ith level sensor. As an
example, the probability �q2 may be written as

�q2 ¼ p1 � Fconðq0;BÞ þ p2 � Fconðqtot � �q1;BÞ
¼ �q1 þ p2 � Fconðqtot � �q1;BÞ; ð4:38Þ
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where p2 � Fconðqtot � �q1;BÞ is the probability that the sensor belongs to level 2 and
has a connection to any 1st level sensor which is, in turn, connected to a sink. As
for �q3; the chain is one hop longer, thus we need to write

�q3 ¼ �q2 þ p3 � Fconðqtot � p2 � Fconðqtot � �q1;BÞ;BÞ: ð4:39Þ

In general, for an T-level network we have the recursive expression

�qT ¼ �qT�1 þ pT � Fconðqtot � pT�1 � Fconð. . .qtot � p2 � Fconðqtot � �q1;BÞ. . .;BÞ;BÞ;
ð4:40Þ

with (4.37) providing expression for �q1:

We can now introduce the probability, denoted as ZðTÞ; of having all sensors
connected in a T-level network by following the same reasoning as in the one-hop
case (see Eqs. 4.30–4.31). We recognize that, once the parameters of the network
A and qs are fixed, the only difference between the one-hop and the multi-hop case
resides in how the non isolation probability is computed, i.e., we have �q for the
one-hop case and �qT for the multi-hop case. According to this, we can generalize
(4.31) as

ZðxÞ ¼
Xþ1

k¼1

xk � e
�qsA

k!
ðqsAÞk; ð4:41Þ

where the structure is fixed and we leave the non isolation probability as variable.
Recalling (4.32–4.36), we find that the same holds for (4.36), which yields

Z�mðj; xÞ ¼ e��m �
Xþ1

k¼j

Xk

l¼j

k
l

� �
�mkxlð1� xÞk�l

k!
; ð4:42Þ

where we set, once again, the non isolation probability as variable. Thus, for ZðTÞ

we can simply use (4.41) with x ¼ �qT ; getting

ZðTÞ ¼ Zð�qTÞ ¼
Xþ1

k¼1

�qk
T �

e�qsA

k!
ðqsAÞ

k: ð4:43Þ

Similarly, we also compute the probability, denoted as ZðTÞ�m ðjÞ; of having at
least j connected sensors in a T-level network with (on average) m sensors by
using (4.42) with x ¼ �qT and obtain

ZðTÞ�m ðjÞ ¼ Z�mðj; �qTÞ

¼ e��m �
Xþ1

k¼j

Xk

l¼j

k

l

� �
�mk�ql

Tð1� �qTÞk�l

k!
: ð4:44Þ

The way in which the densities qi ði� 1Þ are defined can follow, as an example and
without loss of generality, the simple partitioning criterion
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qiþ1=qi ¼ g; 0� i\T ; ð4:45Þ

where g is a constant (i.e., level densities follow an exponential growth, which is
kind of a ‘‘natural’’ law in hierarchical networks). Note that (4.45) holds only for

i\T: in fact, if we fix q0 and qs; the T th level nodes must have density qT ¼
qs �

PT�1
j¼1 qj in order for the sensor densities to sum up to qs: Moreover, by fixing

q0; qs and g (or equivalently q0;D ¼ qs=q0 and g), there are no longer degrees of
freedom and the number T of levels in the network is also consequently assigned.

4.6.4 Energy Consumption

We assume that each node consumes energy when transmitting and receiving
packets, whereas we neglect the energy spent by the node to stay in idle or sleeping
states. We also assume that the sinks do not have energy consumption problems,
thus we do not consider the energy spent by them. The mean energy spent in the
network for each transmission towards the sink is given by

E ¼
XT

i¼1

½Erx þ Etx � iþ Erx � ði� 1Þ� � ðqi � qi�1Þ; ð4:46Þ

where Erx is the energy spent to receive a packet, Etx is the energy spent to transmit
a packet, and �qi is given by (4.37–4.40). ðqi � qi�1Þ is the probability that a generic
node belongs to level i of a connected tree. The energy spent in the network to
deliver a packet from a source node to the final sink, instead, depends on the level
at which the source node is located. In particular, if the source node is at level one,
the packet can reach the sink through a single transmission; if, instead, the node is
at level two its packet must be (i) transmitted by the source node, (ii) received by
the level one node, and (iii) transmitted by the latter node to the final sink.
Therefore, two transmissions and one reception are needed. We also consider the
energy spent by each node to receive the triggering packet coming from its parent
in the tree (tree formation). According to the Freescale devices data sheets [17], we
set the energy spent to transmit a bit equal to 0:3 lJ=bit and the energy spent to
receive a bit equal to 0:33 lJ=bit: Moreover, we set the packet size equal to 20
bytes, therefore Etx ¼ 48 lJ and Erx ¼ 52:8 lJ:

4.6.5 Numerical Results

Figure 4.20 shows q for different sink densities as a function of Lth; proportional to
the transmit power if the receiver sensitivity is fixed. Clearly, as the sink density
increases, for a fixed transmit power, it is more likely for a sensor to reach at least
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a sink and thus q also increases. For example, if we want a randomly chosen sensor
to be connected with 90% probability, we need Lth 	 95 dB when
q0 A ¼ 150; Lth 	 98 dB when q0 A ¼ 100; Lth 	 103 dB when q0 A ¼ 50 and
Lth 	 115 dB when q0 A ¼ 10: Also note the comparison to the curve for q1
obtained with no consideration of border effects: the error becomes non negligible
for transmission ranges which are of the same size as the side B of the domain
(e.g., TRi ðLth ¼ 115 dBÞ 	 316 m), a typical case for WSNs.

In Figs. 4.21 and 4.22, connectivity results related to multi-hop WSNs are
reported. The criterion of a-priori partitioning is used in accordance with (4.45).
Observe that, for T ¼ 5; g ranges from 1.9 to 2.3. This means that when g ¼ 2:3
the network has four levels or, equivalently, five levels with the 5th being empty.

�qT and ZðTÞ�m ðjÞ are shown as functions of g; respectively. They show arches and
local optima which depend on the loss threshold Lth; g; and T: In particular, from
Fig. 4.21, we conclude that a large value of T is opportune only if Lth (and,
consequently, the transmit power) is large enough: in fact, when T ¼ 5 (g ranging
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from 1.9 to 2.3) we have global optima for Lth ¼ 95 dB and Lth ¼ 100 dB but only
local optima for Lth ¼ 85 dB and Lth ¼ 90 dB.

Finally, in Fig. 4.23 we show the mean energy spent, denoted as E; as a
function of g and T ; for different values of Lth: As one can see, E is an increasing
function of T; since (on average) more transmissions and receptions are needed to
reach the sink. Therefore, for large values of Lth a tradeoff between connectivity
and energy consumption should be found: in fact, large T improves connectivity
but also increases energy consumption. Moreover, the evaluation of the energy
consumption behavior is useful to select the optimum values of g and T; for a
desired degree of connectivity. As an example, when we set Lth ¼ 90 dB, we
obtain approximatively the same maximum of �qT for T ¼ 4 and T ¼ 3; however,
the consumed energy is notably larger for T ¼ 4:
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4.7 Concluding Remarks

A novel mathematical model for studying the connectivity of multi-sink WSNs
over unbounded and bounded regions has been proposed. The practical outcome of
this approach is the possibility: (i) to set the proper power level of nodes and their
densities, given a requirement in terms of connectivity; (ii) to select the optimum
height and average number of children per parent in the tree; (iii) to evaluate the
trade-off between connectivity and energy consumption. As an example, results of
Fig 4.20 could be useful to fix the sinks density, once the transmit power (i.e., Lth)
is set: the application requires a minimum average non isolated probability, �q; that
must be satisfied and, once Lth is fixed (being defined the technology used), we can
obtain the average number of sinks that must be distributed in the network.
Similarly, once the sink density is fixed we can obtain the power that must be used
for transmissions. Similarly, from Fig. 4.21, as an example, if the application
requires �qT � 0:6 and Lthis set to 90 dB, T ¼ 4 or 3 and g ’ 4 should be set. But
being the case T ¼ 3 less energy expensive, it will be the best choice, satisfying
the requirement.

The main limitation of the mathematical models developed in this chapter is
that no MAC issues are accounted for. In fact, in Sect. 4.5 a capacity-constrained
air interface is assumed, such that resources can be allocated to nodes and no
contentions are present. However contention-based protocols are more suitable for
WSNs. In this case, a hard capacity constraint, as that introduced here, does not
exist, even if a sort of soft constraint could be defined. This constraint is due to the
fact that, as will be clear in the following, increasing the number of nodes com-
peting for the channel significantly decreases the success probability, such that not
too many nodes should be allowed to try to access the channel simultaneously. To
account for a contention-based protocol, in the following chapter the MAC pro-
tocol defined by the IEEE 802.15.4 is modeled and in Chap. 6 the model described
in Sect. 4.6 of this chapter is integrated with the one presented in Chap. 5, to study
WSNs under a new perspective.

4.8 Further Readings

Many papers in the literature, based on random graph theory, continuum percola-
tion, and geometric probability [25–29], devoted their attention to connectivity
issues of networks. In particular, wireless ad hoc and sensor networks have recently
attracted a growing attention [9–11, 15, 30, 31]. A great insight on connectivity of
ad hoc wireless networks is provided in [9–11]. Connectivity-related issues of
WSNs are addressed in [15, 30]. In [15], while considering channel randomness, the
authors restrict the analysis to a single-sink scenario. Single-sink scenarios have
attracted more attention so far. Although such scenarios have been more examined,
multi-sink scenarios have been increasingly considered. Furthermore, the models
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based on bounded domains turn out to be of more practical use. As an example, [30]
addresses the problem of deploying multiple sinks in a multi-hop limited WSN.
However, the work presents a deterministic approach to distribute the sinks on a
given region, rather than considering a more general uniform random deployment.

References

1. R. Verdone, D. Dardari, G. Mazzini, A. Conti, Wireless Sensor and Actuator Networks:
Technologies, Analysis and Design (Elsevier, London, 2008)

2. P. Santi, Topology Control in Wireless Ad Hoc and Sensor Networks (Wiley, Chichester,
2005)

3. C.F. Chiasserini, M.A. Marsan, A distributed self-healing approach to Bluetooth scatternet
formation. IEEE Trans. Wirel. Commun. 4(6), 2649–2654 (2005)

4. Zigbee Alliance, http://www.zigbee.org
5. A. Koubaa, M. Alves, E. Tovar, Modeling and worst-case dimensioning of cluster-tree

wireless sensor networks, in Proceedings of IEEE International Real-Time Systems
Symposium (RTSS), Rio de Janeiro, Brazil (2006), pp. 412–421

6. R. Verdone, C. Buratti, J. Orriss, On the design of tree-based topologies for wireless sensor
networks, in Proceedings of IFIP Annual Mediterranean Ad Hoc Networking Workshop
(MedHocNet), Lipari Island, Italy (2006)

7. J. Orriss, S. K. Barton, Probability distributions for the number of radio transceivers which
can communicate with one another. IEEE Trans. Commun. 51(4), 676–681 (2003)

8. M. Haenggi, On distances in uniformly random networks. IEEE Trans. Inf. Theory 51(10),
3584–3586 (2005)

9. P. Santi, D.M. Blough, The critical transmitting range for connectivity in sparse wireless ad
hoc networks. IEEE Trans. Mob. Comput. 2(1), 25–39 (2003)

10. C. Bettstetter, J. Zangl, How to achieve a connected ad hoc network with homogeneous range
assignment: an analytical study with consideration of border effects, in Proceedings of
International Workshop on Mobile and Wireless Communications Network, Stockholm,
Sweden (2002), pp. 125–129

11. C. Bettstetter, On the minimum node degree and connectivity of a wireless multihop network,
in Proceedings of ACM Symposium on Mobile Ad Hoc Networks and Comp. (Mobihoc),
Lausanne, Switzerland (2002), pp. 80–91

12. A. Fanimokun, J. Frolik, Effects of natural propagation environments on wireless sensor
network coverage area, in Proceedings of Southeastern Symposium on System Theory
(SSST), Morgantown, WV, USA (2003), pp. 16–18

13. J. Orriss, A. Phillips, S. Barton, A statistical model for the spatial distribution of mobiles and
base stations, in Proceedings of IEEE Vehicular Technical Conference (VTC), vol. 1, Los
Angeles, CA, USA (1999), pp. 127–130

14. D. Miorandi, E. Altman, Coverage and connectivity of ad hoc networks in presence of
channel randomness, in Proceedings of IEEE Conference on Computer Communication
(INFOCOM), vol. 1, Miami, FL, USA (2005), pp. 491–502

15. E. Salbaroli, A. Zanella, A connectivity model for the analysis of a wireless ad-hoc network
of finite area, in Proceedings of IEEE Conference on Sensor and Ad Hoc Communications
and Networks (SECON), vol. 3, New York, NY, USA (2006), pp. 756–760

16. IEEE 802.15.4 Std, Wireless Medium Access Control (MAC) and Physical Layer (PHY)
Specifications for Low-Rate Wireless Personal Area Networks (LR-WPANs). IEEE
Computer Society Press, pp. 1–679, October 2003, ISBN: 0-7381-3677-5

17. Freescale, Freescale Semiconductor’s MC13192 Developer’s Kit

158 4 Tree-Based Topologies for Multi-Sink Networks



18. S. Vural, E. Ekici, Probability distribution of multi-hop-distance in one-dimensional sensor
networks. ACM Comput. Netw. Int. J. Comput. Telecommun. Netw. 51(13), 3727–3749 (2007)

19. BluetoothTM, Specificaton of the Bluetooth System, vol. 0–3. (IEEE, 2004), http://standards.
ieee.org/getieee802/802.15.html

20. J. Orriss, S.K. Barton, R. Verdone, A hierarchical model for a sensor network, in Proceedings
of International Workshop on Wireless, Ad hoc and Sensor Networks (IWWAN), London,
UK (2005)

21. C. Buratti, J. Orriss, R. Verdone, On the design of tree-based topologies for multi-sink
wireless sensor networks, in Proceedings of IEEE NEWCOM/ACORN Workshop, Vienna,
Austria (2006)

22. A. Marcucci, M. Nati, C. Petrioli, A. Vitaletti, Directed diffusion light: low overhead data
dissemination in wireless sensor networks, in Proceedings of IEEE Vehicular Technical
Conference (VTC), vol. 4, Stockholm, Sweden (2005), pp. 2538–2545

23. F. Fabbri, R. Verdone, A statistical model for the connectivity of nodes in a multi-sink
wireless sensor network over a bounded region, in Proceedings of IEEE European Wireless
(EW), Prague, Czech Republic (2008), pp. 1–6

24. D. Stoyan, W.S. Kendall, J. Mecke, Stochastic Geometry and Its Applications (Wiley,
Chichester, 1995)

25. B. Bollobas, Random Graphs (Cambridge University Press, Cambridge, 2001)
26. R. Meester, R. Roy, Continuum Percolation (Cambridge University Press, Cambridge, 1996)
27. M.D. Penrose, A. Pistztora, Large deviations for discrete and continious percolation. Adv.

Appl. Probab. 28(1), 29–52 (1996)
28. M.D. Penrose, On the spread-out limit for bond and continuum percolation. Ann Appl Probab

3(1), 253–276 (1993)
29. M.D. Penrose, On k-connectivity for a geometric random graph. Rand Struct Algorithms

15(2), 145–164 (1999)
30. Z. Vincze, R. Vid, A. Vidacs, Deploying multiple sinks in multi-hop wireless sensor

networks, in Proceedings of IEEE International Conference on Pervasive Services, Istanbul,
Turkey, 55–63 (2007)

31. H. Pishro-Nik, K. Chan, F. Fekri, On connectivity properties of large-scale sensor networks,
in Proceedings of IEEE Conference on Sensor and Ad Hoc Communications and Networks
(SECON). Santa Clara, CA, USA (2004), pp. 498–507

References 159





Chapter 5
Performance Analysis of the IEEE
802.15.4 MAC Protocol

As stated in Chap. 1, the IEEE 802.15.4 Medium Access Control (MAC) protocol
allows two types of channel access mechanisms: beacon- and non beacon-enabled.
The latter case uses unslotted Corrier-Sense Multiple Access with Collision
Avoidance (CSMA/CA) channel access mechanism, whereas beacon-enabled
networks use both contention-based (a slotted CSMA/CA) and contention-less
mechanisms to access the channel. In this chapter, an analytical model for both the
modalities is provided. We consider a Personal Area Network (PAN) composed of
a number of sensor devices (hereafter denoted as nodes), which transmit data to a
PAN coordinator (hereafter denoted as sink) through direct links or multiple hops.
As in Chap. 4, we consider a query-based application: upon reception of a query
transmitted by the sink, each node takes one sample of a given phenomenon (e.g.,
atmospheric pressure or temperature) and tries to transmit its packet using the
IEEE 802.15.4 MAC protocol. Once transmission is performed, the node moves to
an idle state, till the next query is received. The interval of time between two
successive queries is denoted as round; and its duration, i.e., the query interval, is
denoted as Tq: The nodes which do not succeed in accessing the channel by the end
of the current round discard the packet; at the next round, a new packet is
generated.

Concerning network topologies, both stars and trees are accounted for. As
stated in Chap. 1, star topologies are preferable when the PAN area is small: the
number of nodes that could be associated to the sink, in fact, should range from
three to seven, as it is widely accepted that, in this case, IEEE 802.15.4 does not
support larger network sizes [1]. Nevertheless, for the sake of completeness and
validation of the model, results for networks with a number of nodes larger than
seven are also shown. Trees, instead, are used in large networks. Since trees can be
formed only when nodes operate in the beacon-enabled mode [2], this topology is
implemented only in this modality.

Given the above scenarios, the aim of the proposed model is to provide an
analytical description of the transitions between node states (backoff, sensing,

C. Buratti et al., Sensor Networks with IEEE 802.15.4 Systems,
Signals and Communication Technology, DOI: 10.1007/978-3-642-17490-2_5,
� Springer-Verlag Berlin Heidelberg 2011
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transmit, idle) of the CSMA/CA algorithm. The mathematical model developed
allows the evaluation of the statistical distribution of the traffic generated by nodes.
In particular, the statistical distribution of the delays with which the nodes access
to the channel and with which their packets are received by the sink, are provided.
The knowledge of the statistics of the traffic generated by the PAN is useful, for
example, in those applications where the sink acts as gateway toward an infra-
structure-based wireless network, e.g., Universal Mobile Telecommunications
System (UMTS). Such knowledge, in fact, is useful to schedule radio resources for
the gateway [3].

The model is then finalized to derive (i) the probability that a node succeeds
when accessing the channel and in transmitting its packet, (ii) the overall
throughput generated by the network, and (iii) the average energy consumption.

In the literature, there are several works devoted to the study of IEEE
802.15.4 networks, some of which are dealing with the mathematical modelling
of the MAC protocol (see also Sect. 5.7). Some of these works present models
which are not very accurate or not in perfect agreement with simulation results
[4–7], others are more accurate [8], but they are all very far from the model
presented in this book, owing to the different application scenario at hand. All
the previous works, in fact, are based on the Bianchi’s model [9] and use a
Markov chain to describe node states even if the process representing the backoff
time counter is not Markovian, since the value of the backoff counter depends on
the past history (i.e., how many times the node has tried to access the channel
and found it busy). To use a Markov chain, in fact, Bianchi assumes that at each
transmission attempt and regardless of the number of retransmissions suffered
(backoff stages in the IEEE 802.15.4 case), each packet collides with constant
and independent probability (see [9]). This approximation becomes more accu-
rate as long as the contention window gets longer and the number of nodes
accessing the channel gets larger. In particular, this is reasonable for the above
mentioned works, being the number of nodes competing for the channel constant
in time, but it is not accurate for query-based applications. In the latter case, in
fact, the number of nodes accessing the channel decreases by passing time (since
nodes have only one packet to be transmitted per superframe upon reception of
the query), resulting in a decreasing of the probability that a packet collides.
Therefore, the above approximation is not applied and the probabilities (of being
in sensing, transmission, and of colliding) are evaluated for the different backoff
stages and the different instants of time. As shown by the numerical results, in
fact, these probabilities depend on time and on the backoff stage in which the
node is.

Sections 5.1 and 5.2 deal with the description of the beacon- and non beacon-
enabled MAC protocols and the scenario considered, respectively. In Sects. 5.3
and 5.4, the two models related to the two modalities and the related results are
given. In Sect. 5.5, a comparison between the two modalities is provided. Finally,
concluding remarks and further readings are given in Sects. 5.6 and 5.7
respectively.
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5.1 The Non Beacon- and Beacon-Enabled MAC Protocols

The details of the non beacon- and beacon-enabled MAC protocols are reported
here even if they have already been introduced in Chap. 1, to facilitate the reading
of this chapter.

As stated in Chap. 1, in the non beacon-enabled mode nodes use an unslotted
CSMA/CA MAC protocol, implemented using units of time called backoff peri-
ods, having a duration denoted as dbo, equal to 20 Ts ¼ 320 ls, where Ts is the
symbol time. Here we consider the 2.45 GHz band, meaning a symbol rate of
62.5 ksymbol/s, which corresponds to Ts ¼ 16 ls [10].

Each node maintains two variables for each transmission attempt: NB and BE:
NB is the number of times the CSMA/CA algorithm is required to backoff while
attempting the current transmission; this value will be initialized to 0 before each
new transmission attempt and cannot assume values larger than NBmax: BE is the
backoff exponent related to the maximum number of backoff periods a node waits
before attempting to assess the channel. BE is initialized to the value of BEmin, and
cannot assume values larger than BEmax: Figure 5.1 illustrates the steps of the
CSMA/CA algorithm, starting from the moment at which the node has data to be
transmitted. First, NB and BE are initialized and then the MAC layer will delay
any activity for a random number of backoff periods in the range f0; . . .; 2BE � 1g

Fig. 5.1 The IEEE 802.15.4 CSMA/CA algorithm in the non beacon-enabled case
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[step (1)]. After this delay, channel sensing is performed for one unit of time [step
(2)]. If the channel is assessed to be busy [step (3)], the MAC sublayer will
increase both NB and BE by one, ensuring that BE is not larger than BEmax: If the
value of NB is less than or equal to NBmax, the CSMA/CA algorithm will return to
step (1). If the value of NB is larger than NBmax, the CSMA/CA algorithm will
terminate with a ‘‘Failure,’’ meaning that the node does not succeed in accessing
the channel. If the channel is assessed to be idle [step (4)], the MAC layer will
begin transmission of data immediately (‘‘Success’’ in accessing the channel).

In the beacon-enabled mode [10], a superframe, starting with the beacon packet
(corresponding to the query in the scenario considered here), transmitted by the
sink, is established.

The duration of the whole superframe (including active and inactive parts) is
BI, given by Eq. 1.2. and is equal, in our scenario, to the round duration Tq: The
duration of the active part of the superframe, containing CAP and CFP, namely the
superframe duration, is SD ¼ 960 � 2SO � Ts: Note that in the beacon-enabled case,
Tq may assume only a finite set of values, whereas in the non beacon-enabled case,
Tq may assume any value.

The inactive part (present when BO [ SO) is used for saving energy (nodes can
switch off during this phase) or for exploiting multi-hop. Since in our scenario we
assume that nodes enter the idle state after the transmission of the data, we set
SO ¼ BO (i.e., BI ¼ SD ¼ Tq) in the star topology case (one hop) and BO [ SO
for trees. A proper setting of the parameters BO and SO in the latter case is needed:
Sect. 5.4.6 tries to provide some guidelines for this setting.

For what concerns the CSMA/CA algorithm used in the CAP portion of the
superframe, the only difference with the non beacon-enabled mode is that nodes
have to find the channel free for two subsequent backoff periods before trans-
mitting the packet (see Fig. 1.9). To this end, each node maintains another vari-
able, denoted as CW , indicating the number of backoff periods that need to be clear
of channel activity before the transmission can start. First, CW is initialized to 2.
Then, once the node senses the channel [step (2)] (see Fig. 1.9), if the channel is
found free, CW is decremented by 1 and compared with 0: if CW [ 0, the algo-
rithm returns to step (2) and another sensing phase is implemented; otherwise, a
transmission may start.

5.2 Reference Scenario and Model Assumptions

We consider a PAN composed of n nodes transmitting packets, having size z, equal
to D � 10 bytes, being D an integer in the range f2; . . .; 13g, according to the
minimum and maximum possible data packet sizes [10] (however, for the sake of
completeness also some results for the case D ¼ 1 are shown). The time needed to
transmit a packet will be equal to D � dbo, as a bit rate of 250 kbit/s is used;
therefore, each packet occupies D backoff periods. We denote the query/beacon
size as zB:
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Ideal channel conditions are assumed: all nodes can ‘‘hear’’ each other, and,
therefore, no hidden terminal problem is accounted for. Similar scenarios and
assumptions are considered in many studies in the literature [4–6, 8, 9, 11–15].
Collisions between nodes may occur in case two or more nodes perform channel
sensing at the same time, find the channel free and transmit simultaneously their
packets. For the sake of energy efficiency, no acknowledgement (ACK) and
retransmission mechanism is implemented; therefore, when a packet collides it is
definitely lost in that round.

In the model, the resolution time (hereafter denoted as slot) is set equal to the
backoff period, dbo, which corresponds also to the duration of the single sensing
phase and to the packet transmission time when D ¼ 1:

In the non beacon-enabled mode, it is assumed that all nodes start the backoff
algorithm at the same time, when the query transmitted by the sink is received (no
propagation delay is present due to short distances), and we fix the origin of the
time axis (t ¼ 0) at the instant in which all nodes receive the query. Then, the
behavior of the network from t ¼ 0 to the instant in which all possible transmis-
sions have taken place is modelled (Fig. 5.2).

In the beacon-enabled case, instead, the origin of the time axis is fixed at the
beginning of the superframe (t ¼ 0), so that nodes will receive the beacon and will
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Fig. 5.2 The IEEE 802.15.4 superframe, considering the time axis, t, (above part), and the
number of slots, s, (below part)
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start the CSMA/CA algorithm in the instant t ¼ dB (see Fig. 5.2, upper part). Since
alignment between the first backoff period of each node and the beginning of
the beacon transmission is required, dB will be equal to the beacon transmission
time only in case it is multiple of dbo: otherwise, it will be larger. In this way, the
alignment between the first backoff period of each node and the beginning of the
beacon transmission is ensured.

Finally, we assume that a packet is lost if it is not correctly received by the end
of the round (in the non beacon-enabled case) or the superframe (in the beacon-
enabled mode).

5.3 The Non Beacon-Enabled Model

In this section, the non beacon-enabled model is presented, starting from the
modelling of node states, passing through the description of the finite-state tran-
sition diagram developed to model all the possible states in which a node could be
and the transitions between the states, ending with the derivation of performance
metrics. Only star topologies are considered, since the tree-based Zigbee topology
must be implemented in beacon-enabled mode.

5.3.1 Node States

Generally speaking, a node accessing the channel during a round can be in one of
four states: backoff, sensing, transmission, or idle. However, if after sensing the
channel is free, transmission immediately starts, followed by a sequence of idle
states till the end of the round. Thus, given the objectives of this model, only the
backoff and sensing states must be modeled.

The node state is modelled as a bidimensional process Qð̂tÞ ¼ fBOcð̂tÞ;
BOsð̂tÞg, where t̂ is an integer, representing the time slot and, more precisely, the
jth slot (from j � dbo to ðjþ 1Þ � dbo) is denoted by t̂ ¼ j:BOcð̂tÞ and BOsð̂tÞ rep-
resent the backoff time counter and the backoff stage at time t̂, respectively. Both
are time-discrete stochastic processes assuming discrete values. Therefore, the
process is a chain, but not a Markovian chain [16] because BOcð̂tÞ is not a me-
moryless process as its value depends on its history (its value depends on how
many times the node has tried to access the channel without success).

The initial value of backoff time counter, BOcð0Þ, is uniformly distributed in the
range f0; . . .;WNB � 1g, where WNB ¼ 2BE is the dimension of the contention
window and NB 2 f0; . . .;NBmaxg: The value of BE depends on the second process
characterizing the state: BOsð̂tÞ: We can identify NBmax þ 1 different backoff
stages obtained by considering the different possible combinations of the pair
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ðNB;BEÞ: In Table 5.1, the different backoff stages with the correspondent WNB

values (denoted as W0; . . .;WNBmax
) are shown.

The IEEE 802.15.4 MAC protocol states that at the beginning of the backoff
algorithm, each node sets NB ¼ 0 and BE ¼ BEmin: Then, each time the channel is
sensed busy, NB and BE are increased by 1. When BE reaches its maximum value,
there is no more increase. The case BOs ¼ NBmax is the last case, because here NB
reaches its maximum value, and it cannot be further increased.

Because there exists a maximum value for NB, there will also be a maximum
delay affecting the transmission of a packet. This maximum is reached in case a
node extracts at every backoff stage the higher backoff time counter and at the end
of each backoff stage it always finds the channel busy. In this case, the node is in

backoff state for
PNBmax

k¼0 ðWk � 1Þ slots and in sensing for NBmax þ 1 slots.
Therefore, the last slot in which a transmission can start is

t̂max ¼
XNBmax

k¼0

Wk; ð5:1Þ

and the last slot in which a transmission can finish is ð̂tmax þ D� 1Þ: Sensing,
instead, is possible only for t̂ 2 f0; . . .; t̂max � 1g:

In the following, the generic state will be denoted as Qð̂tÞ ¼ fBOc;BOs; t̂g and
the probability of being in a generic state will be denoted as
P BOc ¼ c;BOs ¼ k; t̂ ¼ jf g ¼ Pfc; k; jg:

5.3.2 Formulation of the Mathematical Model

5.3.2.1 Steps Followed by the Model

Let us denote as bj the probability that in the jth slot the channel is found to be
busy after sensing. This probability will be initially left as parameter, and its
computation will be provided at the end of Sect. 5.3.3.4.

The model provides the following metrics:

1. the probability that a node ends the transmission of its packet in a given slot, j,
denoted as PfTjg, with j 2 f0; . . .; t̂max þ D� 1g;

2. the probability that the sink receives the end of a packet, coming from whatever
a node, in a given slot j, denoted as PfRjg, with j 2 f0; . . .; t̂max þ D� 1g;

Table 5.1 The backoff
stages.

BOs NB BE WNB ¼ 2BE

0 0 BEmin W0 ¼ 2BEmin

1 1 BEmin þ 1 W1 ¼ 2BEminþ1

… … … …
NBmax NBmax BEmax WNBmax

¼ 2BEmax
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3. the success probability for a transmission, i.e., the probability that a node
succeeds in transmitting its packet in a round whatever the slot, denoted as ps;

4. the mean energy spent by a node in a round, denoted as Emean:

The probability PfTjg depends on the probability of being in sensing state in
the slot j� D: Because a packet occupies D slots, a node sensing the channel in
slot j� D and finding it free, will end its transmission in slot j: To determine the
sensing probabilities, we model the behavior of a single node, using a state-
transition diagram [16], describing the relation between all possible states in which
a node can be (Figs. 5.3, 5.4, 5.5, 5.6, and 5.7). From this diagram, we obtain
the probability of being in sensing state at the jth slot and at the kth backoff stage

(BOs ¼ k), denoted as PfSj
kg ¼ Pf0; k; jg, whatever j and k: This is made in the

remainder of this subsection. From these probabilities, we can derive the proba-
bility of being in sensing state at the jth slot, denoted as PfCjg with
j 2 f0; . . .; t̂max � 1g, and therefore PfTjg:PfTjg, PfRjg, ps, Emean; and bj are
derived in Sect. 5.3.3. In this section, the algorithm used to compute all the target
performance metrics is also provided.

Fig. 5.3 The state-transition diagram related to the first backoff stage
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5.3.2.2 Sensing Probabilities

The state-transition diagram of the bidimensional process Qð̂tÞ is presented
through different figures: one for each backoff stage. For the sake of clarity, we
show here the diagram obtained when the MAC parameters are set to the defaults
values: BEmin ¼ 3, BEmax ¼ 5, NBmax ¼ 4: In this case, five backoff stages are
present and the related diagrams are shown in Figs. 5.3, 5.4, 5.5, 5.6 and 5.7. In
particular, Fig. 5.3 addresses the case with BOs ¼ 0, Fig. 5.4 with BOs ¼ 1,
Fig. 5.5 with BOs ¼ 2, Fig. 5.6 with BOs ¼ 3, and Fig. 5.7 with BOs ¼ 4: As will
be clarified in the following, they are linked together through transitions that
originate from some states of a figure and terminate in the states of the subsequent
figure. Since each figure is related to a specific value of BOs, for the sake of
simplicity in the drawings, the generic backoff state (ovals in the figures) is simply
denoted as fc; jg, omitting the value of BOs; the sensing states (squares) are
denoted as Sj with no pedex k: Finally, the transmission states (triangles in the
figures) are denoted as Tj, with no pedex k:

Fig. 5.4 The state-transition diagram related to the second backoff stage
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In the following, the different parts of the state-transition diagram are described
and the probabilities of being in the different states of the chain and the transition
probabilities between the states are provided.

First Backoff Stage (BOs ¼ 0)

At the beginning of the backoff algorithm, each node extracts an integer, uniformly
distributed between 0 and W0 � 1: At t ¼ 0 a node enters, with probability 1=W0,
one of the states fc; 0; 0g with c 2 f0; . . .;W0 � 1g: If the extracted value is 0, the
node in slot 0 will sense the channel and in slot 1 it will transmit its packet,
because no transmission may occur in the first slot (PfT0 ¼ 0g) and, therefore, the
channel will be certainly found free (b0 ¼ 0). If a value larger than 0 is extracted,
the node will decrease its backoff counter at each slot until the counter will reach
the zero value, when the node will sense the channel. After the sensing phase, if
the channel is found free the node will transmit the packet; otherwise, it will pass
to the following backoff stage and another value, uniformly distributed between 0
and W1 � 1, will be extracted. In Fig. 5.3 , the transitions that originated from the

Fig. 5.5 The state-transition diagram related to the third backoff stage
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sensing states enter in the states of Fig. 5.4 . For example, if a node is in the state
S1

0 and it finds the channel busy, it will enter the state S2
1, or one of the states

fc; 1; 2g, with c 2 f0; . . .;W1 � 1g, with the same probability b1=W1: The arrival
state depends on the new backoff counter value extracted. Denoting as PfBOc ¼
c1;BOs ¼ k1; t ¼ j1jBOc ¼ c0;BOs ¼ k0; t̂ ¼ j0g ¼ Pfc1; k1; j1jc0; k0; j0g the tran-
sition probability from the state fc0; k0; j0g to the state fc1; k1; j1g, the transition
probabilities between the backoff states are given by:

Pfc; 0; jþ 1jcþ 1; 0; jg ¼ 1 ; ð5:2Þ

for c 2 f0; . . .;W0 � 2g and j 2 f0; . . .;W0 � 2g:
This equation accounts for the fact that, at the beginning of each time slot, the

backoff time counter is decreased by 1 until it reaches the zero value, with
probability 1. The probabilities of being in a sensing state are given by:

PfSj
0g ¼

1
W0

for j 2 f0; . . .;W0 � 1g
0 for j [ W0 � 1:

�

ð5:3Þ

Fig. 5.6 The state-transition diagram related to the fourth backoff stage
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Other Backoff Stages (BOs ¼ 1; . . .;NBmax)

We consider here the backoff stages BOs ¼ 1; . . .;NBmax and we refer to the
parts of the state transition diagram illustrated in Figs. 5.4, 5.5, 5.6, and 5.7,
related to the case of BEmin ¼ 3, BEmax ¼ 5, and NBmax ¼ 4: Since a node can
arrive in the backoff stage BOs ¼ k only after it has finished the previous

backoff stage, it cannot reach this stage before j ¼ k þ 1; therefore, Sj
k for

j\k þ 1 do not appear in the diagrams.
As in the previous case, the transition probabilities between backoff states in the

kth backoff stage are given by:

Pfc; k; jþ 1jcþ 1; k; jg ¼ 1 ; ð5:4Þ

for c 2 f0; . . .;Wk � 2g and j 2 fk þ 1; . . .;W0;...;k � 2g, where W0;...;k ¼ W0 þ
W1 þ � � � þWk: In the following, we will denote as Wx;y;z, the sum Wx þWy þWz:

Fig. 5.7 The state-transition diagram related to the fifth backoff stage
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The transition probabilities between the states of the ðk � 1Þth backoff stage
and those of the kth backoff stage are given by:

Pfc; k; jþ 1j0; k � 1; jg ¼ b j

Wk
; ð5:5Þ

for c 2 f0; . . .;Wk � 1g and j 2 fk; . . .;W0;...;k�1 � 1g: This equation accounts for
the fact that if the channel is found busy at the jth slot, the node will go to one of
the states fc; k; jþ 1g, with c 2 f0; . . .;Wk � 1g, with the same probability 1=Wk:

In case W0;...;k�1 þ 1�Wk þ k, the probabilities of being in the sensing state are
given by:

PfSj
kg¼

Pj�1
v¼k PfSv

k�1g� bv

Wk
for j2fkþ1; . . .;W0;...;k�1g

PfSW0;...;k�1

k g for j2fW0;...;k�1þ1; . . .;Wkþkg
PfSW0;...;k�1

k g�
Pj�Wk�1

v¼k PfSv
k�1g� bv

Wk
for j2fWkþkþ1; . . .;W0;...;k�1g

0 otherwise :

8
>>><

>>>:

ð5:6Þ

Let us consider the case BOs ¼ 1 shown in Fig. 5.4. The second equation derives
from the fact that until j�W0, the probability of being in sensing in the second
backoff stage depends on the probabilities of being in sensing in the first backoff
stage and to find the channel busy. As an example, a node can arrive in S3

1 if it is in
S1

0, finds the channel busy, and extracts the value 1 for the second backoff stage; or
it is in S2

0, finds the channel busy, and extracts the value 0 for the second backoff
stage (see Figs. 5.3 and 5.4). The third equation accounts for the fact that for
j [ W0, there are no more transitions between the states of BOs ¼ 0 and the ones
of BOs ¼ 1, because the last slot in which a node can sense the channel in the first
backoff stage is j ¼ W0 � 1: Finally, when j reaches W1 þ 2, PfS1

18g is obtained

by subtracting the probability PfS1
0g b1

W1
from PfSW0

1 g: Therefore, PfS1
18g ¼

PW0�1
v¼2 PfS0

vg � bv

W1
: In fact, if a node is in S1

0 it moves (in case of channel busy) to

states fc; 1; 2g with c 2 f0; . . .; 15g; therefore, the state f16; 1; 2g does not exist
(see Fig. 5.4). The last possible sensing state we can have in this part of the chain
is S23

1 , which means that the second backoff stage will be completed by a node at
maximum in the 24th slot.

Finally, in the case W0;...;k�1 þ 1 [ Wk þ k, the probabilities of being in sensing
are given by:

PfSj
kg ¼

Pj�1
v¼k PfSv

k�1g � bv

Wk
for j 2 fk þ 1; . . .;Wk þ kg

Pj�1
v¼k PfSv

k�1g � bv

Wk
�
Pj�Wk�1

v¼k PfSv
k�1g � bv

Wk
for j 2 fWk þ k þ 1; . . .;W0;...;k�1g

PfSW0;...;k�1

k g �
Pj�Wk�1

v¼W0;...;k�2
PfSv

k�1g � bv

Wk
for j 2 fW0;...;k�1 þ 1; . . .;W0;...;k � 1g

0 otherwise: :

8
>>>>><

>>>>>:

ð5:7Þ
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5.3.3 Performance Metrics Derived from the Model

5.3.3.1 Transmission Probabilities

As stated above, the aim of the model is to evaluate the probability that a generic
node ends its packet transmission in slot j, denoted as PfTjg, with
j 2 f0; . . .; t̂max þ D� 1g:

A node finishes its transmission in slot j, if in slot j� D it senses the channel
finding it free. Therefore, this probability is given by:

PfTjg ¼ PfCj�Dg � ð1� bj�DÞ : ð5:8Þ

Because a node transmits a packet occupying D slots, we associate PfTjg to the
slot in which the transmission terminates; therefore, for j\D, PfTjg ¼ 0:

The cumulative distribution function FTðjÞ, corresponding to the probability
that a packet coming from whatever a node is transmitted in the channel within slot
j, is given by:

FTðjÞ ¼
Xj

v¼0

PfTvg : ð5:9Þ

The probability of being in the sensing state at the instant j is given by:

PfCjg ¼
XNBmax

k¼0

PfSj
kg: ð5:10Þ

5.3.3.2 Reception and Success Probability

To evaluate the other target probabilities, we have to model how the number of
nodes that compete for accessing to the channel varies with time. We denote as nj

c

the number of nodes which have not transmitted yet at the end of slot (j� 1) and
that will compete for slot j: In particular, in slot 0, the number of nodes which
compete for the channel is equal to n and as none can transmit in slot 0 (PfT0g ¼ 0)
n1

c is equal to n too (see Fig. 5.8). Whereas if we set D ¼ 1, in slot 1 some nodes
may terminate the transmission, each with probability PfT1g, and at the end of this
slot the number of nodes that still have to transmit their packets, n2

c , will depend on
PfT1g and could be lower than n: In Fig. 5.8, an illustrative example (considering
the case D ¼ 1 and five competing nodes) is shown: one of the five competing
nodes transmits in slot 1 and, therefore, in the second slot we have four nodes
competing for the channel (n2

c ¼ 4). Therefore, nj
c is a binomially distributed ran-

dom variable (r.v.). In the case with D ¼ 1, the probability that k over n̂ nodes at
slot j have not transmitted the packet yet, conditioned on the fact that at the
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ðj� 1Þth slot n̂ nodes are competing for the channel (nj�1
c ¼ n̂), denoted as Bjðk; n̂Þ,

is given by:

Bjðk; n̂Þ ¼ Pfn j
c ¼ kjnj�1

c ¼ n̂g

¼
n̂

k

� �

1� bj�2
� �

PfCj�2g
� �n̂�k�

YNBmax

k¼0

1� PfSj�2
k g

� �k
; ð5:11Þ

where ð1� bj�2ÞðPfCj�2gÞn̂�k is the probability that n̂� k nodes transmit in slot j

and
QNBmax

k¼0 ð1� PfSj�2
k gÞ

k is the probability that the remaining k nodes do not
transmit, as they do not sense the channel in slot j� 2: In Eq. 5.11, nj�1

c is, in turn,
a binomially distributed r.v., having a probability distribution that depends on the
probabilities PfTlg with l 2 f1; . . .; j� 2g: Therefore, to find the statistics of nj

c,
Eq. 5.11 should be averaged over the statistics of nj�1

c , which would depend on the
statistics of nj�2

c , and so on. By increasing the initial number n0
c of nodes in

the network and the time slot considered (i.e., the value of j), the complexity of the
evaluation of the statistics of nj�1

c increases exponentially, because of the need to
follow all possible combinations of values of n2

c , n3
c , etc. To reduce such com-

plexity we have introduced an approximation: we do not model nj�1
c as a r.v., but

we set its value at the value of k that corresponds to a maximum value of the
probability Bj�1ðk; n̂Þ: Therefore, nj�1

c is given by:

nj�1
c ¼ argmax

k
Bj�1ðk; n̂Þ: ð5:12Þ

Moreover, we have also evaluated performance by simply setting nj
c ¼ n,

regardless of the value of j: In Sect. 5.3.4, simulation results are compared with the
mathematical analysis results, considering both models of nj

c: Results show that the
two models bring approximatively to the same results and that a good agreement
with simulations is obtained in both cases. Therefore, the approximation intro-
duced does not affect significantly the performance.

The modelling of nj
c in the case D [ 1 is even more complex than the case

D ¼ 1, because nj
c depends on the number of nodes starting their transmission in

Fig. 5.8 The behavior of the
number of nodes that have
still to access the channel in
the different time slots
(example)
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the last D slots. But as by increasing D each node occupies the channel for a longer
time, nj

c will decrease slowly with time; therefore, it is reasonable to set nj
c ¼ n,

regardless of the value of j: If, in fact, this approximation is accurate for D ¼ 1, it
will be even more so for D [ 1. Therefore, only the case nj

c ¼ n whatever be j has
been considered in Sect. 5.3.4 for D [ 1.

Now, we can evaluate as follow the probability ps that a generic packet is
transmitted successfully on the channel:

ps ¼
Xt̂maxþD�1

j¼0

PfZjg ; ð5:13Þ

where PfZjg is the probability that a successful transmission ends in slot j, which
means that one and only one transmission starts in j� Dþ 1. Because we assume
that all nodes can hear each other, if in slot j� Dþ 1 only one node starts its
transmission, the sink will receive correctly (i.e., without collisions) the end of the
packet in j. From the law of total probability we obtain:

PfZjg ¼ Pf1 tx in ðj� Dþ 1Þjchannel free in ðj� DÞg � Pfchannel free in ðj� DÞg
þ Pf1 tx in ðj� Dþ 1Þjchannel busy in ðj� DÞg � Pfchannel busy in ðj� DÞg;

ð5:14Þ

where Pf1 tx in ðj� Dþ 1Þjchannel free in ðj� DÞg and Pf1 tx in ðj� Dþ 1Þj
channel busy inðj� DÞg are the probabilities that one and only one transmission
starts in slot j� Dþ 1 conditioned on the fact that the channel in j� D is free or
busy, respectively. As only one transmission starts in slot j� Dþ 1 if only one
node, over nj�D

c , senses the channel in slot j� D and as no transmissions may start
in slot j� Dþ 1 if the channel is busy in slot j� D, PfZjg is given by:

PfZjg ¼ ð1� bj�DÞPfCj�Dg �
YNBmax

k¼0

1� PfSj�D
k g

� �nj�D
c �1

; ð5:15Þ

where PfCj�Dg is the probability that one node senses the channel in j� D and
QNBmax

k¼0 ð1� PfSj�D
k gÞn

j�D
c �1 is the probability that the remaining nj�D

c � 1 nodes do
not sense the channel in slot j� D.

Finally, the probability PfRjg that in slot j the sink receives the end of a packet,
coming from any node, is given by:

PfRjg ¼ nj
c � PfZjg : ð5:16Þ
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5.3.3.3 The Energy Consumption

Here, the mean energy consumed by a node during a round is derived. A node
spends energy when it receives or transmits a packet and also when it is in backoff
state. After the transmission of the packet, the node switches off and does not
consume energy. The node will stay in the off state till the reception of the
following query.

Let Ps ¼ 82:5 mW be the power spent in receiving and sensing states;
Pbo ¼ 50 mW be the power spent in backoff state and Pt ¼ 75:8 mW the power
spent during transmission (see Freescale IEEE 802.15.4 devices [17]). The mean
energy spent by a node in a round, is given by:

Emean ¼
Xt̂maxþD�1

j¼0

Ej
t þ Ej

s þ Ej
bo; ð5:17Þ

where Ej
t, Ej

s, and Ej
bo are the different energy contributions spent in transmission,

sensing and backoff, respectively, for a node ending its transmission in slot j.
Since no retransmission is performed, each node will transmit only one packet

per round. Therefore,

Ej
t ¼ Pt �

D � Nbit

Rb

� PfTjg; ð5:18Þ

where Nbit ¼ 10 bytes is the number of bits transmitted in one slot (having duration
dbo). The energy spent in the sensing state depends on how many slots are used by
the node for sensing the channel. A node transmitting in slot j could have sensed
the channel for one slot, in the case that it found the channel free at the end of the
first backoff stage, for two slots in case it has found the channel free at the end of
the second backoff stage, etc. This energy is given by

Ej
s ¼ Ps �

Nbit

Rb

� ð1� bj�DÞ
XNBmax

k¼0

ðk þ 1Þ � PfSj�D
k g; ð5:19Þ

where b j is the probability to find the channel busy in slot j, and ð1� bj�DÞ �
PfSj�D

k g is the probability that a node at the end of the kth backoff stage, finds the
channel free and ends transmitting in slot j. Finally, the energy spent in the backoff
state depends on how many slots are occupied by the node for the backoff pro-
cedure. This number depends, in turn, on the number of backoff stages performed.
Therefore, we have

Ej
bo ¼ Pbo �

Nbit

Rb

� ð1� bj�DÞ
XNBmax

k¼0

ðj� k � DÞ � PfSj�D
k g; ð5:20Þ
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where j� k � D is the number of slots during which a node that has finished the
kth backoff stage has performed backoff. This value is the same no matter what
values of backoff counter are extracted at each backoff stage.

5.3.3.4 Derivation of the Probability that the Channel is Found Busy

By denoting as f j the probability that the channel in j is free, the probability to find
the channel busy in j is given by:

bj ¼ 1� f j : ð5:21Þ

From the law of total probability we can express f j as:

f j ¼ Pfno tx in jjchannel free in ðj� 1Þg �Pfchannel free in ðj� 1Þgþ
þPfno tx in jjchannel busy in ðj� 1Þg �Pfchannel busy in ðj� 1Þg: ð5:22Þ

where Pfno tx in jjchannel free in ðj� 1Þg and Pfno tx in jjchannel busy in

ðj� 1Þg, are the probabilities that no transmissions occur in slot j conditioned to
the fact that the channel in j� 1 is free or busy, respectively.

When D ¼ 1, Pfno tx in jjchannel free in ðj� 1Þg ¼
QNBmax

k¼0 ð1� PfSj�1
k gÞ

nj�1
c �1,

as if the channel in j� 1 is free, no transmissions occur in j if no nodes sense the channel
in j� 1. When, instead, the channel in j� 1 is busy, no transmissions may certainly
occur in j. Therefore, in this case, f j is given by:

f j ¼ 1� bj�1
� � YNBmax

k¼0

1� PfSj�1
k g

� �nj�1
c �1
þ bj�1 : ð5:23Þ

When, instead, D [ 1 the second term of Eq. 5.22 coincides with the proba-
bility that in slot j� 1 a transmission ends, i.e., the probability that at least

one transmission starts in slot j� D, given by: ð1� bj�D�1Þ � ½1�
QNBmax

k¼0

ð1� PfSj�D�1
k gÞn

j�D�1
c �1�.

Therefore, in this case, f j is given by:

f j ¼ 1� bj�1
� � YNBmax

k¼0

1� PfSj�1
k g

� �nj�1
c �1

þ 1� bj�D�1
� �

� 1�
YNBmax

k¼0

1� PfSj�D�1
k g

� �nj�D�1
c �1

" #

: ð5:24Þ

Obviously, when j�D the second term of Eq. 5.24 becomes null.
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5.3.3.5 The Algorithm

The algorithm that allows the evaluation of all the aformentioned performance
metrics follows. The simplest case with nj

c ¼ n; 8j is considered, but the algorithm
can be used for characterizing how nj

c evolves with time (i.e., depends on j), by
simply substituting the formula to derive nj

c in the sequence of steps below (see
first instruction of For cycle).
Initialisation of the parameters for j ¼ 0:

• set n0
c ¼ n;

• set b0 ¼ 0;
• set PfS0

0g ¼ 1=W0, PfS0
kg ¼ 0 for k 2 f1; . . .;NBmaxg;

• set PfC0g ¼ PfS0
0g;

• set PfT0g ¼ 0, PfZ0g ¼ 0, PfR0g ¼ 0.

For ( j ¼ 1; j\ ¼ t̂max þ D� 1; jþþ)

• f
• set nj

c ¼ n;
• compute b j according to Eq. 5.21, by using Eq. 5.23 in the case

D ¼ 1 and Eq. 5.24 in the case D [ 1;

• compute PfSj
0g according to Eq. 5.3

• compute PfSj
1g according to Eq. 5.6

• compute PfSj
2g according to Eq. 5.6

• compute PfS j
3g according to Eq. 5.7

• compute PfS j
4g according to Eq. 5.7

• compute PfC jg according to Eq. 5.10
• compute PfT jg according to Eq. 5.8
• compute PfZ jg according to Eq. 5.15
• compute PfR jg according to Eq. 5.16
• g

compute ps through Eq. 5.13 and Emean through Eq. 5.17.

5.3.4 Numerical Results

For the purpose of numerical comparison, a dedicated simulation tool written in
C language has been developed. The simulator generates a network composed of n
nodes and a sink, sending queries and waiting for the data from nodes. Upon
reception of the query, nodes start the CSMA/CA algorithm trying to transmit their
packets. The CSMA/CA protocol described above is implemented. Ideal channel
conditions are assumed; therefore, all nodes can ‘‘hear’’ each other and can receive
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correctly the query at each round. No capture effect is considered: in case two or
more packets collide, they are all lost. Finally, no ACK and retransmission
mechanisms are performed. In the simulator, nodes could be in four different
states: backoff, sensing, transmission, and idle. When backoff is performed, only
the backoff counter is updated (decreased by one in each slot). During sensing the
state of the channel is evaluated: if there are nodes in the transmission state, the
channel is considered busy. Finally, during a transmission the presence of other
transmissions must be checked. If two or more transmissions are overlapped
(totally or partially) the packet is considered lost. Finally if the node, at the
reception of the subsequent query has not still accessed the channel, the packet is
considered lost. We consider 104 transmissions in our simulator, meaning that 104

queries are simulated.
In the following, we set zB ¼ 60 bytes, BEmin ¼ 3, BEmax ¼ 5, NBmax ¼ 4,

Tq ¼ 100 ms, if not otherwise specified. Figures 5.9, 5.10, and 5.11 show the
probability PfTjg as a function of time t̂ ¼ j, representing the time slot, for n ¼ 3,
5, and 7, respectively, having fixed D ¼ 1. Even if these probabilities could be
larger than zero for j 2 f0; . . .; t̂max þ D� 1g—as, in all the three case, for j [ 26
it holds that PfTjg tends to zero—the curves are shown for j� 26.

Both mathematical analysis and simulation results are reported, considering the
two models: n j

c variable according to Eq. 5.12 and nj
c ¼ n. As one can see, the two

mathematical models bring approximatively the same results, and both do not
present relevant differences with respect to simulations; therefore, the model is
validated. Owing to its simplicity, all the other results shown here have been
obtained by considering nj

c ¼ n, whatever is j.
It can be seen in the figures that, in all cases, no traffic is present in the first slot,

because no transmission may occur: a node that extracts the 0 value at the first
backoff stage will sense the channel in slot 0 and will transmit in slot 1. This
happens with probability 1=W0 ¼ 1=8, whatever be n, and this is also the maxi-
mum value that PfTjg can assume. If a node extracts the value 0 at the first
backoff stage, in fact, it will certainly transmit in slot 1, whereas if a larger value is
extracted there is a certain probability that the channel is found busy. Therefore,
PfTjg assumes lower values for j [ 1. When a node tries to access the channel for
the first time, it will delay the transmission for a random number of slots in the
range f0; . . .; 7g. As the network is composed of few nodes, the probability to find
the channel busy is low; therefore, PfTjg for j 2 f1; . . .; 8g, which correspond to
the cases in which the node extracts the value 0, or 1, … , or 7 respectively, are the
largest. Lower probabilities are associated to the slots from 9 to 23, in which only
nodes that have found the channel busy and are performing the second backoff
stage (plus some nodes already performing the third or fourth or fifth backoff stage,
which are a minority) transmit. From slot 24, the probabilities show a further
decrease, because in these slots there are only transmissions of nodes that have
ended the second backoff too and are running the third or fourth or fifth backoff
stage; once again the probability that the channel is found busy for two or three
times is very low, and few nodes will transmit after slot 24. If we compare
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Figs. 5.9, 5.10, and 5.11 we can note that by increasing n the probabilities of having
transmissions in slots from 2 to 8 decrease and, consequently, the transmission
probabilities in slots from 9 to 23 increase. The reason is that by increasing the
number of nodes, the probability to find the channel busy at the end of the first backoff
increases. Finally, it can be noted that in all cases we have two relative minima in slot
2: as the probability to transmit a packet in slot 1 is large, the probability to find the
channel busy in this slot is also large; therefore, the probability to transmit in the
following slot is quite small (see Eq. 5.8).

In Figs. 5.12 and 5.13, the probabilities PfZjg and PfRjg are shown, as func-
tions of j, representing the time slot, for n ¼ 3, 5, and 7. Once again, the model is
validated by simulations: the values obtained through the analysis and simulations
are very similar. The differences are due to the approximation we have made in
modeling nj

c (set equal to n, whatever be j). The trends are very similar to those
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obtained for PfTjg: the largest values of probabilities are for slots 1 to 8; lower
probabilities are present for slots from 9 to 23, and then the probabilities tend to
zero. Moreover, we have a maximum in slot 1 and a relative minimum in slot 2.

To validate the model for the cases D [ 1, in Fig. 5.14 FTðjÞ is shown, as a
function of j, for different values of n and D. Both mathematical analysis (lines)
and simulation results (symbols) are reported to validate the model: a good
agreement between the two results can be found in all cases. The non linear
behavior of the curves for small values of the ordinate are due to the sudden
changes in values of PfTjg already commented before. In all cases, no traffic is
present for j\D, and when j ¼ D then PfTjg assumes its maximum value, equal
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to 1=8, whatever be n (as in the case D ¼ 1). By increasing n and D, the delay in
accessing the channel increases. Moreover, in the case of n ¼ 10 and D ¼ 10, we
can note that FTðjÞ does not reach 1, as there is a certain probability that a node
cannot succeed in accessing the channel.

In Fig. 5.15, ps is shown, as function of n, for different values of D. Results
obtained through simulation (symbols) and the mathematical model (lines) are
reported. Once again, simulations validate the model. As one can see, ps

decreases monotonically by increasing n, because the number of nodes com-
peting for the channel increases. There exists an optimum value of D, denoted as
Dopt, maximizing ps, and this value depends on n. For the sake of readability of
the drawings, here only the curves obtained for D ¼ 1, 3, and 5, are shown.
However, the model has been validated for 1�D� 10 and 1� n� 50. From
these results, we have found also that for 1\n\12, Dopt ¼ 7; for 12\n\18,
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Dopt ¼ 5; for n [ 68, Dopt ¼ 2. Therefore, it clearly appears that Dopt decreases
when augmenting n:

To better understand how the distribution of the traffic varies when low,
medium, and high offered load are present, in Fig. 5.16, the cumulative function of
PfZjg, denoted as FZðjÞ, is shown, as a function of j, for different values of n and
D (FZðjÞ is obtained by substituting PfTvg with PfZvg in Eq. 5.9). Both mathe-
matical analysis (lines) and simulation (symbols) results are reported to validate
the model: a good agreement is found in almost all cases. As expected, once we fix
D, by decreasing n (therefore the offered load), FZðjÞ decreases; once we set n,
instead, the value of D maximizing FZðjÞ depends on n as stated earlier. As an
example, for n ¼ 10, to obtain the largest value of FZðjÞ we have to fix D ¼ 10,
whereas for n ¼ 40, the largest value is reached for D ¼ 1. However, if we set
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D ¼ 10, the maximum value of FZðjÞ is reached with a higher delay. As can be
seen, in fact, the curves with D ¼ 1 have a higher slope and reach the maximum
value with shorter delays.

The behavior of ps and Emean is now investigated, by varying the time interval
Tq between two successive queries, having fixed D ¼ 5 and 10.

In Fig. 5.17, ps is shown as a function of n. As expected, by increasing Tq, ps

gets larger, because nodes have more time to access the channel. However note
that the increase of ps is obtained at the cost of longer delays, resulting also in an
increasing of Emean. In Fig. 5.18, Emean is shown, as a function of n, for the same
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set of parameters D and Tq considered in Fig. 5.17. As it can be noted, here the
increase of Tq results in an increasing of Emean, since nodes will stay on for a
longer time, and also have higher probability to transmit their packets. For small
values of n, by increasing D, Emean gets larger, because of the greater amount of
energy spent for transmitting larger packets. Conversely, for high n, the larger D,
the lower will be the probability that a node succeeds in accessing the channel,
decreasing the energy spent by the node.

By comparing Figs. 5.17 and 5.18, we can deduce that a tradeoff between
energy consumption and success probability should be found.

5.4 The Beacon-Enabled Model

In this section, the beacon-enabled model, considering both star and tree-based
topologies, is derived. The section is structured as follows: Sect. 5.4.1 introduces
the metrics derived from the model, whereas in Sect. 5.4.2 and Sect. 5.4.3 the
mathematical model of the CSMA/CA algorithm and the performance metrics
related to the CAP portion of the superframe are derived. All the above cited
subsections are related to the star topology, and the related results are discussed in
Sect. 5.4.4. Sect. 5.4.5, instead, is devoted to the tree-based topology.

5.4.1 Performance Metrics Derived from the Model

Recall that in case of star topologies, we set BI ¼ SD ¼ Tq and that we also denote
as s the sth slot (i.e., backoff period) in the superframe. Note that, here, we
introduce a new variable for denoting the generic slot s, which is different from the
value j previously defined; the relationship between s and j will be explained in the
following.

The model provides the following metrics:

• the probability that a node ends the transmission of its packet in a given slot s,
denoted as PfTsg, with s 2 f0; . . .; Tq=dbo � 1g;

• the probability that the sink receives the packet tail, coming from a node, in a
given slot s, denoted as PfZsg, with s 2 f0; . . .; Tq=dbo � 1g;

• the success probability for a transmission, that is the probability that a node
succeeds in transmitting its packet in the superframe whatever the slot, denoted
as ps;

• the average delay, Dmean, with which a packet is received by the sink.

We denote as NGTS the number of Guaranteed Time Slots (GTSs) allocated (see
Fig. 5.2, upper part). According to the standard each GTS must have a duration
multiple of 60 � 2SO � Ts; we denote this duration as dGTS, equal to DGTS � 60 � 2SO � Ts,
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with DGTS integer (see Fig. 5.2, above part). Since an inter-frame space between two
successive packets received by the sink must be guaranteed, DGTS is chosen such that
the GTS contains the packet and the inter-frame space. The inter-frame space
duration depends on the size of the MAC protocol data unit (MPDU): for MPDU
lower than 18 bytes an inter-frame space of 12 Ts must be present, whereas 40 Ts are
needed for MPDU larger than 18 bytes [10]. We set the GTS duration equal to the
minimum possible duration which allows to contain the packet and the inter-frame
space. Therefore, by denoting as difs the duration of the inter-frame space, we have
DGTS ¼ dðD � dbo þ difsÞ=ð60 � 2SOTsÞe, and the number of backoff periods occupied
by each GTS is equal to DGTS � 3 � 2SO.

We assume that when NGTS GTSs are allocated, the sink selects randomly the
NGTS nodes to which the GTSs are allocated. Therefore, no resource allocation
strategies are accounted for. For the scenario considered, this assumption is rea-
sonable, since all nodes transmit packets of the same size and no priority policy
between nodes is needed. We also recall here that each node has only a packet to
be transmitted per superframe: therefore, it will use the CAP or the CFP (but not
both). In these conditions, the probability that a node has a specific GTS allocated
is 1=n, whereas the probability that a node has any GTS allocated (that is the
probability that a node can use the CFP) is NGTS=n. However, note that the model
could be applied to any GTS allocation strategy, by simply changing the proba-
bility 1=n.

To simplify the formulas in the following, we will indicate with the integer j the
slots in the CAP portion, and with PfTjgCAP and PfZjgCAP, the probabilities that a
node succeeds in accessing the channel and in transmitting its packet in slot j of the
CAP portion, being j 2 f0; . . .; TCAP=dbo � 1g, where TCAP is the duration of the
CAP portion given by: TCAP ¼ Tq � dB � NGTS � dGTS. Therefore, we simply set
j ¼ s� dB=dbo (see Fig. 5.2).

Therefore, the probabilities PfTsg and PfZsg in the CAP portion are given by:

PfTsg ¼ PfTjgCAP �
n� NGTS

n
; ð5:25Þ

for s 2 fdB=dbo; . . .; TCAP=dbo þ dB=dbo � 1g and j 2 f0; . . .; TCAP=dbo � 1g; and
null otherwise.

PfZsg ¼ PfZjgCAP �
n� NGTS

n
; ð2:26Þ

for s 2 fdB=dbo; . . .; TCAP=dbo þ dB=dbo � 1g and j 2 f0; . . .; TCAP=dbo � 1g; and
null otherwise.

In the CFP, PfTsg ¼ PfZsg ¼ 1=n for s ¼ TCAP=dbo þ dB=dbo þ k � D � 3�
2SO þ D� 1, with k 2 f0; . . .;NGTS � 1g; and null otherwise. Recall that trans-
missions are referred to the last slot in which the transmission occurs and that no
collisions happen in GTSs.

We can also evaluate the cumulative functions, FTðsÞ and FZðsÞ, defined as the
probabilities that a node transmits its packet within slot s, and that a node transmits
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correctly its packet within s, respectively. They can be expressed as FTðsÞ ¼Ps
v¼0 PfTvg and FZðsÞ ¼

Ps
v¼0 PfZvg.

The probability ps of successful packet transmission by a node in a network
composed of n nodes organised in a star topology is:

psðnÞ ¼ psCAP
ðn� NGTSÞ �

n� NGTS

n
þ NGTS

n
; ð5:27Þ

where psCAP
ðn� NGTSÞ is the success probability for a packet transmitted in the

CAP portion, through the CSMA/CA algorithm, when n� NGTS nodes compete for
the channel. The success probability for a packet transmitted in the CFP, instead, is
equal to one. Finally the average delay, Dmean, is given by:

Dmean ¼
XTq=dbo�1

s¼0

ðsþ 1ÞPfZ
sg

ps

; ð5:28Þ

where sþ 1 is the delay, in backoff periods, of a packet correctly received in slot s,

and PfZsg
ps

is the probability that the packet tail is received in slot s, given that the

packet has been correctly received.
The probabilities PfTjgCAP, PfZjgCAP and psCAP

, related to the CAP portion, are
derived in the following subsections where the mathematical model of the CSMA/
CA algorithm is introduced.

5.4.2 Formulation of the Mathematical Model
of the CSMA/CA Algorithm

5.4.2.1 Node States

As in the non beacon-enabled case, a node accessing the channel during the CAP
portion of the superframe can be in one of four states: backoff, sensing, trans-
mission, or idle. Given the scenario under consideration, we need to model only
the backoff and sensing states.

The node state is modeled as a three-dimensional process Qð̂tÞ ¼ fBOc ð̂tÞ;
BOsð̂tÞ;CW ð̂tÞg, where t̂ is an integer, representing the time, expressed in number
of slots, having set the origin of this time axis (̂t ¼ 0) at the instant in which nodes
receive the beacon. Therefore, t̂ ¼ j denotes the jth slot (from j � dbo to
ðjþ 1Þ � dbo), after the reception of the beacon, that is the interval of time between
dB þ j � dbo and dB þ ðjþ 1Þ � dbo:

BOcð̂tÞ and BOsð̂tÞ represent, once again, the backoff time counter and the
backoff stage at time t̂, respectively, and CW ð̂tÞ is the value of CW at time t̂:
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As in the non beacon-enabled case, we can identify NBmax þ 1 different backoff
stages obtained by considering the different possible combinations of the pair
ðNB;BEÞ, shown in Table 5.1.

Since there exists a maximum value for NB, there will be also a maximum delay
affecting the transmission of a packet. This maximum is reached in case a node
extracts at every backoff stage the higher backoff time counter and at the end of
each backoff stage it always finds the channel busy. Therefore, the last slot in

which a transmission can start is t̂max ¼
PNBmax

k¼0 Wk þ k þ 1, and the last slot in
which a transmission can finish is ð̂tmax þ D� 1Þ:

In the following, the generic state will be denoted as Qð̂tÞ ¼ fBOc;BOs;CW ; t̂g
and the probability of being in a generic state will be denoted as
PfBOc ¼ c;BOs ¼ k;CW ¼ w; t̂ ¼ jg ¼ Pfc; k;w; jg. In particular, the probability
of being in a backoff state will be denoted as Pfc; k; 2; jg, since in these states CW
is equal to 2. The probabilities of being in the first sensing phase (i.e., when
CW ¼ 2) and in the second sensing phase (i.e., when CW ¼ 1), at the jth slot and

in the kth backoff stage, will be denoted as PfS2j
kg ¼ Pf0; k; 2; jg and

PfS1j
kg ¼ Pf0; k; 1; jg, respectively. Note that when a node is in sensing state, then

BOc is equal to zero.

5.4.2.2 Steps Followed by the Model

Let us denote by bj
w the probability that in the jth slot when CW ¼ w the channel is

found to be busy after sensing. Since CW is equal to 2 when a node performs the
first sensing phase and to 1 when it performs the second sensing phase, we will

denote as bj
2 the probability to find the channel busy in the first phase and as bj

1 the
probability to find the channel busy in the second phase. Finally, we will denote as
f j the joint probability to find the channel free in slot j and in slot j� 1 (i.e., the
probability that a node starting sensing in slot j� 1 finds the channel free for two
subsequent slots). These probabilities will be initially left as parameters, and their
computation will be performed in Sect. 5.4.3.3. The model provides PfTjgCAP and
PfZjgCAP, with j 2 f0; . . .; TCAP=dbo � 1g, and psCAP

:

The probability PfTjgCAP depends on the probability of being in sensing state
in the slot j� D� 1 (since a packet occupies D slots) and to find the channel
free for two subsequent slots. To determine the sensing probabilities, the
behavior of a single node is modeled, using a state-transition diagram [16],
describing the relation between all possible states in which a node can be (see

the following subsection). From this diagram, we obtain the probabilities PfS1j
kg

and PfS2j
kg, whatever be j and k. This is made in the remainder of this sub-

section. From these probabilities, we can derive the probabilities PfTjgCAP,
PfZjgCAP, psCAP

, which are derived in Sect. 5.4.3.1. At the end of this subsection

bj
1, bj

2, and f j are also given. The algorithm used to compute all the target
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performance metrics is not reported owing to its similarity with the one illus-
trated in Sect. 5.3.3.5.

5.4.2.3 Sensing Probabilities

The state-transition diagram of the three-dimensional process Qð̂tÞ is presented
through different figures: one for each backoff stage. The part of the diagram
related to the first backoff stage (BOs ¼ 0), obtained when the MAC parameters
are set to the default values (BEmin ¼ 3, BEmax ¼ 5, NBmax ¼ 4), is reported in
Fig. 5.19. The part of the diagram related to the generic backoff stage (BOs ¼ k) is,
instead, reported in Figs. 5.20 and 5.21.

As in the non beacon-enabled case, for the sake of simplicity in the drawings,
the generic backoff state is simply denoted as fc; jg, omitting the value of BOs, and
also the value of CW (equal to 2 for all the backoff states), and the sensing states
are denoted as S1j and S2j with no subscript k. Finally the transmission states are
denoted as Tj, with no pedex k:

In the following, the state-transition diagram is described. The probabilities of
being in the different states of the chain and the transition probabilities between the
states are provided.

Fig. 5.19 The state-transition diagram of the first backoff stage (BOs ¼ 0)
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First Backoff Stage(BOs ¼ 0)

At the beginning of the backoff algorithm, each node extracts an integer value
uniformly distributed between 0 and W0 � 1. At t̂ ¼ 0 a node enters, with prob-
ability 1=W0, one of the states fc; 0; 2; 0g with c 2 f0; . . .;W0 � 1g. If the
extracted value is 0, in slot 0 and 1 the node will sense the channel and in slot 2 it
will transmit its packet, because no transmission may occur in the first two slots
and, therefore, the channel will be certainly found free (f 1 ¼ 1). In case a value
larger than 0 is extracted, the node will decrease its backoff counter at each slot
until the counter will reach the zero value, when the node will start sensing. In case
the channel is found free for two subsequent slots the node will transmit the
packet; otherwise, it will pass to the following backoff stage and another value,
uniformly distributed between 0 and W1 � 1, will be extracted. In Fig. 5.19, the
transitions that originated from the sensing states enter in the states of Fig. 5.20.
For example, if a node is in the state S21

0 and finds the channel busy, it will enter
the state S22

1 or one of the states fc; 1; 2; 2g, with c 2 f1; . . .;W1 � 1g, with the
same probability b1

2=W1. The state of arrival depends on the new backoff counter
value extracted.

Denoting as PfBOc ¼ c1;BOs ¼ k1;CW ¼ w1; t̂ ¼ j1jBOc ¼ c0;BOs ¼ k0;

CW ¼ w0; t̂ ¼ j0g ¼ Pfc1; k1;w1; j1jc0; k0;w0; j0g the transition probability from
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Fig. 5.20 The state-transition diagram of the kth backoff stage when W0;...;k�1�Wk
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the state fc0; k0;w0; j0g to the state fc1; k1;w1; j1g, the transition probabilities
between the backoff states are given by:

Pfc; 0; 2; jþ 1jcþ 1; 0; 2; jg ¼ 1 ; ð5:29Þ

for c 2 f0; . . .;W0 � 2g and j 2 f0; . . .;W0 � 2g. This equation accounts for the
fact that, at the beginning of each time slot, the backoff time counter is decreased
by 1, until it reaches the zero value, with probability 1.

The probabilities of being in a sensing state when CW ¼ 2 are given by:

PfS2j
0g ¼

1
W0

for j 2 f0; . . .;W0 � 1g
0 otherwise :

�

ð5:30Þ

The probabilities of being in a sensing state when CW ¼ 1 are given by:

PfS1j
0g ¼

PfS2j�1
0 g � ð1� bj�1

2 Þ for j 2 f1; . . .;W0g
0 otherwise :

�

ð5:31Þ

A node, in fact, will sense the channel for the second time if and only if it finds the
channel free during the first sensing phase.
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Fig. 5.21 The state-transition diagram of the kth backoff stage when W0;...;k�1 [ Wk
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Other Backoff Stages (BOs ¼ 1; . . .;NBmax)

We consider here the backoff stages BOs ¼ 1; . . .;NBmax and we refer to the parts
of the state transition diagram illustrated in Fig. 5.20 for the cases W0;...;k�1�Wk

and in Fig. 5.21 for the cases W0;...;k�1 [ Wk. Note that in the case of defaults
MAC parameters (BEmin ¼ 3, BEmax ¼ 5 and NBmax ¼ 4), Fig. 5.20 shows the
cases BOs ¼ 1 and 2 and Fig. 5.21 the cases BOs ¼ 3 and 4.

As in the case with BOs ¼ 0, the transition probabilities between backoff states
in the kth backoff stage are given by:

Pfc; k; 2; jþ 1jcþ 1; k; 2; jg ¼ 1 ; ð5:32Þ

for c 2 f0; . . .;Wk � 2g and j 2 fk þ 2; . . .;W0;1;...;k þ k � 2g, where W0;1;...;k ¼
W0 þW1 þ � � � þWk. In the following we will denote as Wx;y;z the sum
Wx þWy þWz:

The transition probabilities between the sensing states at CW ¼ 2 of the backoff
stage k and those of the backoff stage k þ 1 are given by:

Pfc; k; 2; jþ 1j0; k � 1; 2; jg ¼ b j
2

Wk
; ð5:33Þ

for c 2 f0; . . .;Wk � 1g and j 2 fk þ 1; . . .;Wk�1 þ k � 2g. This equation
accounts for the fact that in case a node is in the (k � 1)st backoff stage and the
channel at slot j is found busy, the node will reach one of the states fc; k; 2; jþ 1g,
with c 2 f0; . . .;Wk � 1g, with the same probability 1=Wk.

The transition probabilities between the sensing states of two subsequent
backoff stages when CW ¼ 1 are given by:

fc; k; 2; jþ 1j0; k � 1; 1; jg ¼ b j
1

Wk
; ð5:34Þ

for c 2 f0; . . .;Wk � 1g and j 2 fk þ 1; . . .;Wk�1 þ k � 1g.
If W0;...;k�1�Wk (see Fig. 5.20), the probabilities of being in sensing when

CW ¼ 2 are given by:

PfS2j
kg ¼

Pj�1
v¼kþ1ðPfS1v

k�1g �
bv

1
Wk
þ PfS2v

k�1g �
bv

2
Wk
Þ for j 2 fk þ 2; . . .;W0;...;k�1 þ kg

PfS2W0;...;k�1þk
k g for j 2 fW0;...;k�1 þ k þ 1; . . .;Wk þ k þ 1g

PW0;...;k�1þk�1
v¼j�Wk

ðfS1v
k�1g �

bv
1

Wk
þ fS2v

k�1g �
bv

2
Wk
Þ

for j 2 fWk þ k þ 2; . . .;W0;...;k þ k � 1g
0 otherwise:

8
>>>>>>><

>>>>>>>:

ð5:35Þ

Let us consider the case BOs ¼ 1, when BEmin ¼ 3 and BEmax ¼ 5. The first
equation derives from the fact that until j�W0, the probability of being in sensing
in the second backoff stage depends on the probabilities of being in sensing in the
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first backoff stage and to find the channel busy the first or the second time. As an
example, a node can arrive in S23

1 if it is in S12
0 or in S22

0, finds the channel busy,
and extracts the value 0 for the second backoff stage (see Figs. 5.19 and 5.20). The
second equation accounts for the fact that for j [ W0 þ 1, there are no more
transitions between the states of BOs ¼ 0 and the ones of BOs ¼ 1, because the last
slot in which a node can sense the channel in the first backoff stage is j ¼ W0 ¼ 8.
Finally, when j reaches W1 þ 3 ¼ 19, the sum starts with v ¼ 3 and not 2, since if
a node is in S12

0 (or in S22
0) it moves (in case of channel busy) to states fc; 1; 2; 3g

with c 2 f0; . . .; 15g; therefore the state f16; 1; 2; 3g does not exist (see the figure).
Whereas, if W0;...;k�1 [ Wk (see Fig. 5.21), the probabilities of being in sensing

when CW ¼ 2 are given by:

PfS2j
kg ¼

Pj�1
v¼kþ1 PðfS1v

k�1g �
bv

1
Wk
þ PfS2v

k�1g �
bv

2
Wk
Þ for j 2 fk þ 2; . . .;Wk þ k þ 1g

Pj�1
v¼j�Wk

PðfS1v
k�1g �

bv
1

Wk
þ PfS2v

k�1g �
bv

2
Wk
Þ for j 2 fWk þ k þ 2; . . .;W0;...;k�1 þ kg

PW0;...;k�1þk�1
v¼j�Wk

PðfS1v
k�1g �

bv
1

Wk
þ PfS2v

k�1g �
bv

2
Wk
Þ

for j 2 fW0;...;k�1 þ k þ 1; . . .;W0;...;k þ k � 1g
0 otherwise:

8
>>>>>>><

>>>>>>>:

ð5:36Þ

Finally, the probabilities of being in sensing when CW ¼ 1, BOs ¼ k, with
k [ 0, are given by:

PfS1j
kg ¼

PfS2j�1
k g � ð1� bj�1

2 Þ for j 2 fk þ 3; . . .;W0;...;k þ kg
0 otherwise:

�

ð5:37Þ

5.4.3 Performance Metrics Related to the CAP Portion

5.4.3.1 Transmission Probabilities

As stated before, the aim of our model is to evaluate the probability that a
generic node ends its packet transmission in slot j, PfTjgCAP, with j 2 f0; . . .;
TCAP=dbo � 1g.

A node finishes its transmission in slot j, if in slot j� D� 1 it starts sensing the
channel finding it free for two subsequent slots. The probability that a node starts
sensing in slot j is the sum of the probabilities of starting sensing in the jth slot and
at the kth backoff stage, considering all the possible backoff stages. Therefore, we
obtain:

PfTjgCAP ¼
f j�D �

PNBmax

k¼0 PfS2j�D�1
k g for j 2 fDþ 1; . . .; t̂max þ D� 1g

0 otherwise:

�

ð5:38Þ
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Because a node transmits a packet occupying D slots, we associate PfTjgCAP to the
slot in which the transmission terminates.

PfTjgCAP obtained from Eq. 5.38 is used in Eq. 5.25 to derive the statistics in
the whole superframe.

5.4.3.2 Reception and Success Probability

To evaluate the other target probabilities, we have to model how the number of
nodes that compete for the access to the channel varies with time. We denote as nj

c

the number of nodes which have not transmitted yet at the end of slot j� 1 and that
will compete for slot j. As time goes by, some nodes in the network may access the
channel, so that the number of nodes competing for the channel decreases for
increasing values of j. In particular, as shown in [18], nj

c is a r.v., binomially
distributed. However, a precise evaluation of the statistics of this variable is
complex from the computational viewpoint, since it depends on the statistics of
nj�1

c , whose determination would depend on the statistics of nj�2
c and so on. To

reduce such complexity, in [18] different approximations have been introduced and
their impact have been compared. Results show that these approximations bring
approximatively to the same results, therefore here we use the simplest approxi-
mation, according to which we set nj

c ¼ nc, whatever j is. In the case of star
topologies, nc is the number of nodes using the CAP, therefore n� NGTS. In
Sect. 5.4.4, simulations are compared with the mathematical approach. Results
show that a very good agreement with simulations is obtained through the model,
despite the approximation introduced.

The probability psCAP
that a generic packet is transmitted successfully on the

channel is given by:

psCAP
¼

Pt̂maxþD�1
j¼0 PfZjgCAP if t̂max þ D� 1� TCAP=dbo � 1

PTCAP=dbo�1
j¼0 PfZjgCAP otherwise;

(

ð5:39Þ

where PfZjgCAP is the probability that a successful transmission ends in slot j,
which means that one and only one transmission starts in slot j� Dþ 1.

As only one transmission starts in slot j� Dþ 1 if only one node, over nc,
senses the channel in slot j� D and if the channel is free in slots j� D and
j� D� 1, PfZjgcAP is given by:

PfZjgCAP ¼ f j�D
XNBmax

k¼0

PfS2j�D�1
k g �

YNBmax

k¼0

ð1� PfS2j�D�1
k gÞnc�1; ð5:40Þ

where the second factor gives the probability that one node senses the channel in
slot j� D, whatever the backoff stage, and the third factor gives the probability
that the remaining nc � 1 nodes do not sense the channel in slot j� D:
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5.4.3.3 Probability of Finding the Channel Busy

The channel is found busy in slot j if a transmission starts in slot j, or in slot j� 1,
up to slot j� Dþ 1, since each node transmits a packet occupying D slots.

Therefore, by denoting as PfTj
1g the probability that at least one transmission

starts in slot j, the probability of finding the channel busy during the first sensing
phase (CW ¼ 2) is given by:

bj
2 ¼

Xj

v¼j�Dþ1

PfTv
1g: ð5:41Þ

On the other hand, bj
1 is the probability to find the channel busy conditioned to

the fact that the channel in slot j� 1 was free, since a node performs the second
sensing phase only if it has found the channel free in the first slot. Therefore, it is
the probability that slot j� 2 is free and that there is at least one node starting
sensing in this slot:

bj
1 ¼ ð1� bj�2

2 Þ � 1�
YNBmax

k¼0

ð1� PfS2j�2
k gÞ

nc�1

" #

; ð5:42Þ

where the second factor (between the brackets), is the probability that at least one
node starts sensing in slot j� 2.

The channel will be jointly free in slots j and j� 1 if no transmissions start in
slot j, j� 1, up to j� D, therefore, the probability f j is given by:

f j ¼ 1�
Xj

v¼j�D

PfTv
1g: ð5:43Þ

Finally, the probability that at least one transmission starts in slot j is given by:

PfTj
1g ¼ f j�1 � 1�

YNBmax

k¼0

ð1� PfS2j�2
k gÞ

nc�1

" #

: ð5:44Þ

5.4.4 Numerical Results: The Star Topology

We consider the same simulator, written in C, used in Sect. 5.3.4 to validate the
non beacon-enabled model. The CSMA/CA protocol has been changed to account
for the two subsequent sensing phases and also the superframe structure has been
implemented. If GTSs are used, the sink randomly selects the NGTS nodes to which
it allocates GTSs, whereas the remaining nodes will use the CAP portion.
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According to the application scenario, nodes have only one packet per superframe
to transmit and, in case the CAP is used, they start the CSMA/CA algorithm at the
same time. We consider 104 transmissions in our simulator, meaning that 104

queries and superframes are simulated.
In the following, we set difs ¼ 12Ts for the case D ¼ 2, difs ¼ 40Ts for the cases

D [ 2 and zB ¼ 60 bytes assuming that a payload is present in the beacon packet.
In Figs. 5.22 and 5.23, the cumulative function FTðsÞ is shown, as a function of

time s, for different values of n and with D ¼ 2, when no GTSs and seven GTSs
are allocated, respectively. Both mathematical (lines) and simulation (symbols)
results are reported to validate the model: an excellent agreement between the two
cases can be found in all cases. Results are obtained by setting SO ¼ 1, therefore
Tq ¼ 1920 � Ts ¼ 30:72 ms. There is no traffic toward the sink in the first part of
the superframe owing to the transmission of the beacon and to the sensing phases.
As expected, by increasing n, the delay with which a node accesses the channel
increases. The curves do not reach the value 1, since some nodes do not succeed in
accessing the channel by the end of the superframe. In Fig. 5.23, we can observe
the statistics of the traffic in the CFP, characterised by steps in each GTS. Being
difs ¼ 12Ts, we have DGTS ¼ 1. The reason why the curves in the CAP portion of
the superframe are downscaled, with respect to those of Fig. 5.22, is that here the
traffic in the CAP is due to the presence of n� NGTS nodes instead of n. Moreover,
nodes use the CAP only if they do not have a GTS allocated (i.e., with probability
ðn� NGTSÞ=n). For these reasons the traffic in the CAP portion decreases.

Figure 5.24 reports FZ , as a function of s, for different values of n, having set
D ¼ 2. The behavior of the curves is similar to that of Figs. 5.22 and 5.23; the
main difference is that, owing to collisions, some transmitted packets are not
correctly received by the sink and, therefore, the curves are down shifted. As one
can see, a good agreement between simulation and analytical results is obtained
also for this metric.
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Fig. 5.22 The cumulative
function, FT ðsÞ, when no
GTSs are allocated, having
fixed D ¼ 2
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In Figs. 5.25 and 5.26, ps is shown, as a function of n, for different values of
SO, setting D ¼ 5 and D ¼ 10, respectively. The cases of no GTSs and NGTS equal
to the maximum number of GTSs allocable are considered. As explained above,
this maximum number depends on the values of D and SO. As we can see, ps

decreases monotonically (for n [ 1 when NGTS ¼ 0 and for n [ NGTS when
NGTS [ 0), by increasing n, since the number of nodes competing for the channel
increases. As expected, the use of GTSs improves the performance, since less
nodes compete for the channel. By increasing SO, ps gets larger, since the CAP
duration increases and nodes have more time to access the channel.

We now introduce the concepts of throughput, denoted as S, and offered traffic,
denoted as G. We define the throughput as the number of bytes per unit of time
successfully transmitted to the sink, and the offered traffic G as the maximum
number of bytes the network was deployed to deliver per unit of time, i.e., the
amount of traffic that nodes offer to the sink. More precisely, G can be expressed as
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Fig. 5.23 The cumulative
function, FT ðsÞ, when seven
GTSs are allocated, having
fixed D ¼ 2

Fig. 5.24 The cumulative
function FZðsÞ, as a function
of s, with and without
allocation of GTSs
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G ¼ n � z
Tq

½bytes=s�: ð5:45Þ

The throughput S can be expressed as

S ¼ ps � G ¼
n � z
Tq

psCAP
� n� NGTS

n
þ NGTS

n

� �

¼ z

Tq

psCAP
� ðn� NGTSÞ þ NGTS½ �½bytes=s�: ð5:46Þ

Recall that, in this case, z ¼ D � 10 bytes and Tq ¼ BI ¼ SD.
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Fig. 5.25 The success
probability, ps, as a function
of n, having fixed D ¼ 5
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Fig. 5.26 The success
probability, ps, as a function
of n, having fixed D ¼ 10
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In Figs. 5.27 and 5.28, S is shown, as a function of G, when varying SO and D,
when no GTSs and when the maximum number of GTSs is allocated, respectively.
When few nodes are distributed in the network, by increasing G, S gets larger.
With many nodes an increase of G results in a decrease of S, since many nodes are
competing for the channel. This means that in star topologies it is not convenient
to increase too much n (i.e., the cost of the network), since many packets will be
lost and also that when n gets larger star topologies are not suitable (this outcome
was, in fact, expected). Moreover, we can note that there exists a value of SO
maximising S, which depends on G and D. As an example, for D ¼ 5 when G is
small, an increase of SO, even though ps increases, results in a decrement of S,
since S also depends on 1=Tq. When, instead, the offered traffic gets larger, col-
lisions increase and larger values of SO are required. On the other hand, when
D ¼ 10, the optimum value of SO is 1, for low G. This is due to the fact that,
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having large packets, when SO ¼ 0 too many packets are lost, owing to the short
duration of the superframe.

When no GTSs are allocated (Fig. 5.27) S decreases monotonically since
lim

G!1
psCAP

¼ 0. When, instead, GTSs are allocated (Fig. 5.28), there exists an

horizontal asymptote, derived as follows:

lim
G!1

S ¼ lim
G!1

z

Tq

� psCAP
� ðn� NGTSÞ þ

z � NGTS

Tq

� �

¼ z � NGTS

Tq

: ð5:47Þ

As an example, when SO ¼ 1 and D ¼ 10, the maximum number of GTSs
allocable is NGTS ¼ 6 and the horizontal asymptote is S ¼ 19531:25 bytes/s.

5.4.5 The Tree-Based Topology

As stated above, when the number of nodes in the PAN increases, star topologies
are not suitable, and peer-to-peer or tree-based topologies should be used [2]. The
tree-based topology defined by the Zigbee Alliance [2] for IEEE 802.15.4 net-
works is considered here.

We consider a (T þ 1)-level tree-based topology, where the tree is rooted at the
sink (namely, at level zero), and level i nodes receive data from level iþ 1 nodes
and forward them to level i� 1 nodes, towards the sink (see Fig. 1.16).

As stated in Chap. 1, the tree formation procedure is started by the sink, which
broadcasts beacons to nodes. A candidate node receiving the beacon may request
to join the network at the sink. If the sink allows the node to join, it will begin
transmitting periodic beacons such that other candidate nodes may join the net-
work. In particular, each router in the tree, after the reception of the beacon
coming from the parent, will select the instant when transmitting its beacon. Each
child node tracks the beacon of its parent and transmits its own beacon at a
predefined offset with respect to the beginning of its parent beacon. Obviously, the
beacon packets are sent only by the routers in the tree.

We assume that all active parts of the superframes generated by the routers and
by the sink have the same duration (i.e., we set a unique value of SO). In these
conditions, once we set the value of BO, the number of routers (including the sink)
that will have a portion of superframe available for receiving data from their
children will be equal to 2BO�SO (see Fig. 5.29). If the number of routers in the
network is larger than 2BO�SO, some routers will not have a portion of superframe
available, their children cannot access the channel, and their packets will be lost.
We denote as pframei the probability that a level i router has a portion of superframe
allocated in which it could receive data from its level iþ 1 children.

We denote as pi the probability that a node is at level i of the hierarchy and as
psðniÞ the success probability for a level i node competing for the channel with the
other ni � 1 nodes, connected to the same parent at level i� 1. A packet coming
from a level i node will be correctly received by the sink, in case it is successfully
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transmitted by the level i node from which it is generated, and by all the routers
from level i� 1 till level one, forwarding it toward the sink. The success proba-
bility for a node accessing the channel in the tree is therefore:

pstree
¼
XT�1

i¼1

pi � pframei�1
�
Yi

k¼1

psk : ð5:48Þ

where psk is the average success probability for a node at level k, given by:

psk ¼
XNk

nk¼0

psðnkÞ � P nkf g ð5:49Þ

where P nkf g is the probability to have nk nodes at level k connected to the same
parent at level k � 1, being Nk the total number of nodes at level k. According to
the channel access strategy defined above, only the children of a given parent
compete for the channel and, therefore, the tree could be seen as a series of stars,
each having a parent and its children, operating independently (i.e., without col-
lisions). Therefore, psðnkÞ is given by Eq. 5.13, by simply setting n ¼ nk. On the
other hand, P nkf g depends on the strategy used to realise the tree.

Note that Eq. 5.48 could be used to evaluate the success probability for a node
accessing the channel when a T-level tree-based topology is established, whatever
the strategy used to implement the tree.

Now the success probability pstree
is evaluated in the particular case of a three-

level tree (T ¼ 2). We denote as Ni ¼ pi � n, the number of level i nodes. We
assume that each level one router performs data aggregation: the received packets
are aggregated to that generated by the router itself, resulting in a packet of the
same size of the single aggregated packets. We also assume that level two nodes
select randomly the level one parent and that the active part of the sink superframe
is used by level one nodes to transmit toward the sink. The remaining 2BO�SO � 1
superframe portions are randomly allocated to level one routers for receiving data

Fig. 5.29 The superframe
structure used in the tree-
based topology
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from their children. Under such assumption pframe0 ¼ 1, whereas there exists a
certain probability, denoted as pframe1 , that a level one router has not a portion of
the superframe available. This probability can be expressed as

pframe1 ¼
2BO�SO � 1

NR

; ð5:50Þ

where NR is the mean number of level one routers, that is the number of level one
nodes with at least one child, given by:

NR ¼
XN1

i¼0

N1

i

� �

pchildð Þi� 1� pchildð ÞN1�i: ð5:51Þ

where pchild ¼ 1� ð1� 1
N1
ÞN2 is the probability that a level one node has at least a

child, and 1=N1 is the probability that a level two node is connected to a given
level one node.

Since level two nodes randomly select level one nodes to which transmit to, the
number of level two nodes connected to the same level one node will be bino-
mially distributed:

P n2 ¼ if g ¼ N2

i

� �
1

N1

� �i

� 1� 1
N1

� �N2�i

: ð5:52Þ

Therefore, the average success probability for a node being at level two will be:

ps2 ¼
XN2

i¼0

psðiÞ �
N2

i

� �
1

N1

� �i

� 1� 1
N1

� �N2�i

; ð5:53Þ

where psðiÞ is the success probability given by Eq. 5.13 when i nodes at level two
are competing for transmitting to the same level one node. Finally, according with
Eq. 5.48, we achieve

pstree
¼ p1 � ps1 þ p2 � pframe1 � ps1 � ps2 ; ð5:54Þ

where pframe1 is given by Eq. 5.50, and ps1 ¼ psðN1Þ. The average delay, denoted
as Dmeantree

in the case of tree, depends on the average delays of the packets coming
from level one and level two nodes, denoted as Dmean1 and Dmean2 , respectively.

As stated above, level one nodes use the first portion of the superframe defined
by the sink to transmit packets (see Fig. 5.29). Since these nodes could be seen as
nodes of a star topology transmitting their packets directly to the sink, according to
Eq. 5.28, we obtain:

Dmean1 ¼
XSD=dbo�1

s¼0

ðsþ 1ÞPfZ
sgðN1Þ

psðN1Þ
; ð5:55Þ
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where PfZsgðN1Þ
psðN1Þ is the probability that the packet tail is correctly received by the

sink in slot s, when N1 nodes compete for the channel, given that the packet is
correctly received. SD is the duration of the active part of the superframe defined
by the sink.

A packet coming from a level two node, instead, must be transmitted toward the
level one parent and then from the latter to the sink. Therefore, two superframes
are needed, one for each hop. Level one routers, in fact, always transmit to the sink
the packets received by their children in the previous superframe. Therefore, the
total average delay suffered by a level two node packet will be equal to Tq ¼ BI
plus the average delay of its parent (i.e., the average delay of a level one node
packet): Dmean2 ¼ Dmean1 þ Tq. Note that Dmean2 does not depend on the instant in
which the parent receives the packet within its superframe.

Finally the average delay suffered by a packet coming from whatever a node in
a tree is given by

Dmeantree
¼ p1 � Dmean1 þ p2 � Dmean2 ð5:56Þ

5.4.6 Numerical Results: Tree-Based Topology

Numerical results obtained in the three-level tree are now discussed and compared
with results obtained in the star topology case. Since pstree

, Dmeantree
, and PfZsg

depend on ps obtained in the star topology case, that have been validated in
Sect. 5.4.4, simulation results are not reported here. In Fig. 5.30, pstree

is shown as a
function of N1, for different values of n, D and SO, having set BO ¼ 5. There exists
an optimum value of N1 maximising pstree

, and this value obviously increases by

increasing n and is approximatively equal to �1þ
ffiffiffiffiffiffi
1þ4
p

n
2 . Therefore, it is independent

of D and SO. This means that, once n is fixed, there exists an optimum split
between level 1 and level 2 nodes, maximising the success probability.

In Fig. 5.31, results related to the two topologies, showing the success proba-
bility, as a function of n, for different values of SO and BO by setting D ¼ 5, are
compared. For a fair comparison, the success probability is computed by fixing the
same value of TB, i.e., by giving to nodes the same time to access the channel. To
this end, we set SO ¼ BO for the star topology, and we compare the case ‘‘star’’
with SO ¼ BO ¼ 1 with the case ‘‘tree’’ with BO ¼ 1 and SO ¼ 0. Whereas the
case ‘‘star’’ with SO ¼ BO [ 1 (note that the cases SO ¼ BO ¼ 2, 3, etc. bring to
the same ps) are compared with the cases ‘‘tree’’ with BO [ 1, whatever SO is. In
the tree case N1 is set to the optimum value maximising pstree

obtained from
Fig. 5.30. As we can see, when BO ¼ 1, the star is preferable, since in the tree only
one router has a part of the superframe allocated, therefore, many packets of level
2 nodes will be lost. For BO [ 1, instead, the tree outperforms the star. The
difference between the star and the tree, obviously, increases by increasing BO and
SO, resulting in an increase of pframe and ps, respectively.
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In Fig. 5.32, the average delays obtained in case of star and tree-based topol-
ogies as a function of n are shown. The curves are obtained by setting D ¼ 5 and
N1 ¼ 3 in the case of trees. The delays increase by increasing n, since the prob-
ability to find the channel busy and to delay the transmission increases. An hor-
izontal asymptote is also present due to the maximum delay a packet may incur,
equal to the superframe duration SD in the ‘‘star’’ case and to SDþ BI in the
‘‘tree’’ case. As expected, the delays are larger for trees, since packets coming
from level two nodes need two superframes to reach the sink. Also note that by
increasing BO delays get significantly larger. The curves ‘‘tree’’ with SO ¼ 0,
BO ¼ 3 and ‘‘tree’’ with SO ¼ 1 and BO ¼ 3 are overlapped since BI assumes the
same value and the delays of level one nodes are approximatively the same (in fact
also the curves ‘‘star’’ with SO ¼ BO ¼ 0 and SO ¼ BO ¼ 1 are approximatively
the same).
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By comparing Figs. 5.31 and 5.32, we can, finally, deduce that the choice of the
topology depends on the application requirements. If the application requires a
high success probability and can tolerate large delays, trees are preferable; if,
instead, more stringent constraints in terms of delays are imposed, star topologies
are better. However, as widely shown in Chap. 4, trees allow to realise larger
networks distributed in wide areas, whereas the number of nodes that may reach
directly the sink is limited by connectivity problems.

5.5 Comparison Between the Beacon- and
Non Beacon-Enabled Modes

The comparison is performed in terms of success probability, ps, and throughput, S
(defined in Sect. 5.4.4), considering the star topology (since trees may not be
formed in the non beacon-enabled case [2]). Have in mind that Tq is given by
Eq. 1.1 for the beacon one, and can be set whatever a value in the non beacon-
enabled case [18].

Figure 5.33 compares the values of ps obtained in the two modes, when no GTS
are allocated. Results are obtained through the mathematical models. Here
Tq ¼ 61:44 ms, which corresponds to SO ¼ 2 in the beacon-enabled case and is
larger than the maximum possible delay in the non beacon-enabled mode. This
means that the largest values of ps that could be obtained in both the modalities are
considered. A logarithmic scale is used to better visualise the differences between
the curves. It can be seen that there are no relevant differences between the two
modalities, when no GTSs are allocated. When instead GTSs are used, relevant
differences are present.

If we compare Figs. 5.25 and 5.26, related to the beacon-enabled mode (with
D ¼ 5 and 10, respectively) with results of the non beacon-enabled mode shown in
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Fig. 5.17, we can note that in both cases, D ¼ 5 and 10, once we fix the round or
superframe duration, results are approximatively the same if no GTSs are allo-
cated, whereas, there is a notable increasing of ps in the beacon-enabled case when
GTSs are allocated. Note that the cases Tq ¼ 15:36 ms, Tq ¼ 30:72 ms and
Tq ¼ 61:44 ms correspond to SO ¼ 0, 1 and 2, respectively.

In Figs. 5.34 and 5.35, S as a function of G, when varying Tq, for D ¼ 2 and
D ¼ 10, respectively, are shown. Both beacon- and non beacon-enabled modes are
considered. In both figures, once G is fixed there exists a value of SO (i.e., Tq)
maximising S. For D ¼ 2 (Fig. 5.34) when G is low, an increase of Tq results in a
decrement of S since, even though ps gets greater (since nodes have more time to
transmit their packets), the query interval is longer and, therefore, the number of
bytes per second received by the sink decreases. When, instead, the offered traffic
gets larger, collisions increase and larger values of Tq are required, to increase S.
On the other hand, when D ¼ 10 in the beacon-enabled case, the optimum value of
SO is 1, for low G. This is due to the fact that, having large packets, when
Tq ¼ 15:36 ms too many packets are lost, owing to the short duration of the
superframe. If the curves obtained in the two modalities are compared, we see that
(especially in the case D ¼ 2) the non beacon-enabled mode outperforms the
beacon-enabled mode. The differences in terms of ps, in fact, are few when
Tq ¼ 61:44 ms, but increase when Tq gets lower, since, on average, the delays in
the beacon-enabled case are larger [18]. This fact results in notably larger values of
S in the non beacon-enabled case, for low Tq:

Finally, for comparison of Figs. 5.34 and 5.35, we note that, once G is fixed, S
gets notably larger when D increases, since more bytes/s are correctly transmitted
toward the sink.

In Figs. 5.34 and 5.35 simulation results are not reported, since S depends on ps,
validated in many figures of this chapter.
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5.6 Concluding Remarks

A novel analytical model for the IEEE 802.15.4 MAC protocol, considering both
non beacon- and beacon-enabled PAN, where nodes are organised in a star
topology (or possibly, a tree, in the beacon-enabled case), is provided. The model
does not suffer from the limitations shown by related works in the literature;
however, more importantly, it also introduces a very new challenge in the mod-
elling of CSMA-based MAC protocols for WSN. This challenge regards the
application scenario considered here: the sink periodically triggers nodes and waits
for replies. This implies that each node has one and only one packet to be trans-
mitted at each query received, and also that the number of nodes competing for the
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channel decreases by passing time. Therefore, this scenario imposes the use of a
new approach in modeling the MAC protocol, different from that developed by
Bianchi [9] and followed by almost all the successive literature from 2000 till now.
As stated above, in fact, in [9] the network is studied in saturated conditions, or,
anyway, in conditions in which the statistics of the traffic generated by node is
defined a priori. The other relevant issue of this model is that it allows the eval-
uation of the statistical distribution of the traffic generated by nodes toward the
sink, never investigated before analytically.

5.7 Further Readings

In the literature, there are several works devoted to the study of IEEE 802.15.4
networks. Performance evaluation of the IEEE 802.15.4 MAC protocol has been
carried out by means of simulation for small and low-load networks in [11] and for
dense networks in [12]. In [13], the performance of the beacon-enabled mode is
evaluated through OPNET for different network settings to understand the impact
of the protocol attributes on network performance. [19] presents simulation results
for the MAC protocol and addresses the coexistence between IEEE 802.11 and
IEEE 802.15.4, through experimental measurements. Also some studies have tried
to describe analytically the behavior of the IEEE 802.15.4 MAC protocol. Few
works devoted their attention to non beacon-enabled mode [4]; most of the ana-
lytical models are related to beacon-enabled networks [5, 6, 8, 14, 15]. In [4], the
authors try to model the unslotted CSMA/CA protocol for non beacon-enabled
networks, but they do not capture correctly the protocol, because they include in
the Markov chain two subsequent sensing phases, and not one, as fixed in the
standard (see Sect. 5.1). The model described in [5] fails to match simulation
results, as described in [8], as the authors use the same Markov formulation and
assumptions made by Bianchi in [9], where the 802.11 MAC protocol is consid-
ered. This protocol, in fact, is significantly different from the one defined by the
IEEE 802.15.4 standard [18]. A better model is proposed in [6] where, however,
the probabilities of being in sensing in the two subsequent slots are not correctly
captured by the Markov chain (see also [8]). In [7], the events of finding the
channel free in the first and in the second slots are considered independent and the
probabilities that those two events happen are assumed to be equal. Another model
is presented in [20] where, however, different simplifying assumptions are made:
the uniform distribution of the backoff counter within the backoff windows are
assumed to be geometrically distributed, so that the backoff algorithm becomes
memoryless. In [21], the analysis made in [20] has been extended from the one-
hop case to the multi-hop case, by using the same assumption made in [20].
Finally, regarding the use of GTSs, there are some papers in the literature studying
performance achieved when GTSs are used [13] or GTSs allocation strategies [22],
but these studies have been carried out through simulations.
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Chapter 6
Area Throughput for Multi-Sink Wireless
Sensor Networks

In this chapter, the models for the evaluation of connectivity properties in multi-
sink Wireless Sensor Networks (WSNs) and of the IEEE 802.15.4 Medium Access
Control (MAC) protocol, described in Chaps. 4 and 5 respectively, have been
integrated in a unique framework. The concept of area throughput, that is the
amount of data per second successfully transmitted to the sinks from a given area,
is introduced. This performance metric is strictly related to both connectivity and
MAC issues: it depends, in fact, on the probability that a given sensor node is not
isolated and that it succeeds in transmitting its packet (i.e., without collisions).

In our scenario we assume that sensors and sinks are distributed according to a
Poisson Point Process (PPP) in bounded or unbounded regions and we develop a
mathematical tool to derive the area throughput. Note that even if the model is
thought for Carrier-Sense Multiple Access (CSMA)-based MAC protocols, with
particular attention toward the IEEE 802.15.4 protocol, it could be easily applied
to any MAC protocol. The link model considered is that described in Chap. 4,
taking into consideration random channel fluctuations (see Eq. 3.17).

This chapter is structured as follows. In Sect. 6.1, the motivations behind
this chapter are presented, whereas Sect. 6.2 illustrates the reference scenario. In
Sect. 6.3, the analytical framework for the derivation of the area throughput is
presented. Corresponding numerical results are shown in Sect. 6.4. Finally,
concluding remarks are given in Sect. 6.5.

6.1 Aims of the Model

In this chapter we consider a multi-sink WSN, collecting data from the environ-
ment through the sampling of some physical entities and sending them to an
external user.

C. Buratti et al., Sensor Networks with IEEE 802.15.4 Systems,
Signals and Communication Technology, DOI: 10.1007/978-3-642-17490-2_6,
� Springer-Verlag Berlin Heidelberg 2011
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Being the acquisition of samples from the target area the main issue for our
application scenario, a new metric for studying the behavior of the WSN, namely
the area throughput, denoting the amount of data per unit of time successfully
transmitted to the centralised unit originating from the target area, is defined.

As expected, the area throughput is larger if the density of sensor nodes is
larger, but, on the other hand, if a contention-based MAC protocol is used, the
density of nodes significantly affects the ability of the protocol to avoid packet
collisions (i.e., simultaneous transmissions from separate sensors toward the same
sink). If, in fact, the number of sensor nodes per cluster is very large, collisions and
backoff procedures can make data transmission impossible under time-constrained
conditions, and the samples taken from sensors do not reach the sinks and, con-
sequently, the centralised unit. Therefore, the optimisation of the area throughput
requires proper dimensioning of the density of sensors, in a framework model
where both MAC and connectivity issues are considered.

Even if the model described above could be applied to any MAC protocol, we
particularly refer to CSMA-based protocols, and in particular to the IEEE 802.15.4
air interface, being the reference interface of this book. In this case, sinks will act
as Personal Area Network (PAN) coordinators, periodically transmitting queries to
sensors and waiting for replies. According to the standard, the different PAN
coordinators, and therefore the PANs, use different frequency channels (see the
scan functionality performed by the PAN coordinator for establishing a PAN,
described in Chap. 1). Therefore, no collisions may occur between nodes
belonging to different PANs; however, nodes belonging to the same cluster, will
compete to try to transmit their packets to the sink. An infinite area where sensors
and sinks are uniformly distributed at random, is considered. Then, a specific
portion of space, of finite size and given shape (without loss of generality, we
consider a square), is considered as target area (see Fig. 6.1), where sensors and
sinks are distributed according to the two distributions accounted for.

The frequency of the queries transmitted by the sinks is denoted as fq ¼ 1=Tq.
Each sensor takes, upon reception of a query, one sample of a given phenomenon

Fig. 6.1 The reference
scenario considered
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and forwards it through a direct link to the sink. Once transmission is performed, it
switches to an idle state until the next query is received. We denote the interval
between two successive queries as round.

The amount of data available from the sensors deployed in the area per unit of
time, is denoted as offered load. The basic objective of this chapter is thus to
determine how the area throughput depends on the offered load for different
scenarios and system parameters.

In general terms, it might be said that the aim is to define a picture showing how
throughput varies with load, as done for many years in the literature for different
types of MAC protocols. However, here connectivity and the plurality of sinks are
accounted for.

As stated above, the increasing of sensors density in the area, aiming at
increasing the quantity of samples taken from the area (i.e., improving the esti-
mation of the process), also causes many data losses, due to MAC failures. One
solution can be found in the decimation of the sensor nodes to respond. Other
improvements might be introduced by letting the sensor nodes apply a form of
aggregation procedure, responding only sporadically to queries, with a single data
packet composed of all samples taken since the previous transmission: fewer
access attempts are performed, but with longer packets. Such decimation process,
or the aggregation strategy, must be driven by an optimisation procedure that, by
taking into account the density of sensor nodes and sinks, the frequency of queries,
and the randomness of node locations, the radio channel behaviour, and CSMA
mechanisms, determines the optimum number of nodes that should respond to any
query, and whether aggregating samples provides advantages.

This chapter first addresses such optimisation problem, by showing the
behaviour of the area throughput for different aggregation strategies and consid-
ering the IEEE 802.15.4 MAC protocol in the non beacon-enabled mode. For the
sake of completeness, also an example of results obtained by applying to the
framework a very simple CSMA-based MAC protocol is shown. Finally, perfor-
mance obtained with the beacon-enabled and the non beacon-enabled modes of
IEEE 802.15.4, are compared.

6.2 Assumptions and Reference Scenario

The reference scenario considered consists of an area of finite size and given
shape, where sensors and sinks are both distributed according to an homogeneous
PPP. The sensors and sinks densities, are denotes as qs and q0, respectively,
whereas A is the area of the target domain. Denoting by k the number of sensor
nodes in A, k is Poisson distributed with mean �k ¼ qs � A and probability mass
function (p.m.f.)

gk ¼
�kke��k

k!
: ð6:1Þ
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The average number of sinks in A is denoted as I ¼ q0 � A.
Sinks periodically send queries to sensors and wait for replies. In case a sensor

node receives a query from more than one sink, it selects the one providing the
largest received power and responds to it. It is assumed that sensors may perform
some data aggregation before transmitting their packets. For instance, they per-
form sampling from the environment upon each query, but transmit data only
when a given number of samples have been collected. By doing so, transmissions
do not occur at each query.

The time needed to transmit a unit of data, that is one sample, is denoted as T ,
whereas TD is the time needed to transmit a packet. The frequency of the queries
transmitted by the sinks is denoted as fq ¼ 1=Tq. Tq is the time interval between
two consecutive queries. It is assumed that sensors transmit packets composed of
D samples every D queries. At each query sensors take one sample and when D
samples are taken, data is aggregated and transmitted. We assume that the
aggregation process generates a packet whose transmission requires a time
TD ¼ D � T , when D units of data are aggregated. In Fig. 6.2, the aggregation
strategies in the cases D ¼ 1; 2 are shown as examples.

6.3 Evaluation of the Area Throughput

The area throughput is mathematically derived through an intermediate step: first
the probability of successful data transmission by an arbitrary sensor node, when k
nodes are present in the monitored area, is considered. Then, the overall area
throughput is evaluated based on this result.

6.3.1 Joint MAC/Connectivity Probability of Success

Let us consider an arbitrary sensor node that is located in the observed area A at a
certain time instant. The aim is computing the probability that it can connect to one
of the sinks deployed in A and successfully transmit its data sample to the

Fig. 6.2 The aggregation
strategy
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infrastructure. Such an event is clearly related to connectivity issues (i.e., the
sensor must employ an adequate transmitting power in order to reach the sink and
not be isolated) and to MAC problems (i.e., the number of sensors which attempt
at connecting to the same sink strongly affects the probability of successful
transmission). For this reason, we define Psjkðx; yÞ as the probability of successful
transmission conditioned on the overall number, k, of sensors present in the
monitored area, which also depends on the position ðx; yÞ of the sensor relative to a
reference system with origin centered in A. This dependence is due to the well-
known border effects in connectivity [1].

In particular,

Psjkðx; yÞ ¼ En½pMACðnÞ � pCONðx; yÞ�
¼ En½pMACðnÞ� � pCONðx; yÞ ð6:2Þ

where E½�� is the expectation operator and the impact of connectivity and MAC on
the transmission of samples are separated. A packet will be successfully received
by a sink if the sensor node is connected to at least one sink and if no MAC failures
occur. The two terms that appear in (6.2) are now analysed.

pCONðx; yÞ represents the probability that the sensor is not isolated (i.e., it
receives a sufficiently strong signal from at least one sink). This probability
decreases as the sensor approaches the borders (border effects). pCON for multi-sink
single-hop WSNs, in bounded and unbounded regions, has been computed in
Chap. 4. In particular, for unbounded regions, pCONðx; yÞ ’ pCON, that is equal to
q1, given by Eq. 4.21. Whereas, when bounded regions are considered, pCONðx; yÞ
is equal to qðx; yÞ given by Eq. 4.26.

Specifically, since the position of the sensor is in general unknown, Psjkðx; yÞ of
(6.2) can be deconditioned as follows:

Psjk ¼ Ex;y½Psjkðx; yÞ�
¼ Ex;y½pCONðx; yÞ� � En½pMACðnÞ�: ð6:3Þ

Ex;y½pCONðx; yÞ� is equal to q given by Eq. 4.27 in Chap. 4, when bounded regions
are accounted for. When, instead border effects are negligible, Ex;y½pCONðx; yÞ� ¼
Ex;y½pCON� ¼ pCON, given by Eq. 4.21.

Given the channel model described in Chap. 4 (see Eq. 4.1), the average
connectivity area of the sensor, that is the average area in which the sinks audible
to the given sensor are contained, can be defined as

Ars ¼ pe
2ðLth�k0Þ

k1 e
2r2

s
k2
1 : ð6:4Þ

In [2], it is also shown that border effects are negligible when Ars \ 0:1A. In the
following, only this case will be accounted for. In this case:

pCONðx; yÞ ’ pCON ¼ 1� e�l0 ; ð6:5Þ
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where l0 ¼ q0Ars ¼ IArs=A is the mean number of audible sinks on an infinite
plane from any position [3].

pMACðnÞ, n� 1, is the probability of successful transmission when n� 1
interfering sensors are present. It accounts for MAC issues. When the IEEE
802.15.4 MAC protocols are considered, the models to derive pMACðnÞ are given in
Chap. 5. In particular, pMACðnÞ is the success probability, ps, derived in Chap. 5,
when n nodes are competing for the channel. In particular, ps is given by Eq. 5.13,
for the non beacon-enabled case and by Eq. 5.27, for the beacon-enabled case.

In general, when CSMA-based MAC protocols are considered, pMACðnÞ is a
monotonic decreasing function of the number, n, of sensors which attempt to
connect to the same serving sink. This number is in general a random variable in
the range f0, …, k g. In fact, note that in (6.2) there is no explicit dependence on k,
except for the fact that n� k must hold. Moreover in our case we assume 1� n� k,
as there is at least one sensor competing for access with probability pCON (6.5).

In [4], Orriss et al. showed that the number of sensors uniformly distributed on
an infinite plane that hear one particular sink as the one with the strongest signal
power (i.e., the number of sensors competing for access to such sink), is Poisson
distributed with mean

�n ¼ ls

1� e�l0

l0
; ð6:6Þ

with ls ¼ qsArs being the mean number of sensors that are audible by a given sink.
Such a result is relevant toward our goal even though it was derived on the infinite
plane. In fact, when border effects are negligible (i.e., Ars \ 0:1A) and k is large,
n can still be considered Poisson distributed. The only two things that change are:

• n is upper bounded by k (i.e., the p.m.f. is truncated);

• the density qs is to be computed as the ratio k=A [m�2], thus yielding ls ¼ kArs
A .

Therefore, we assume n� Poissonð�nÞ, with

�n ¼ �nðkÞ ¼ k
Ars

A

1� e�lsink

lsink

¼ k
1� e�IArs=A

I
: ð6:7Þ

Finally, by making the average in (6.3) explicit and neglecting border effects
(see (6.5)), we get

Psjk ¼ ð1� e�IArs =AÞ � 1
M

Xk

n¼1

pMACðnÞ
�nne��n

n!
; ð6:8Þ

where

M ¼
Xk

n¼1

�nne��n

n!
ð6:9Þ

is a normalizing factor.
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6.3.2 Area Throughput

The area throughput has been defined as the amount of data, successfully trans-
mitted toward the sinks, per unit of time. The data here is identify with the sample,
being a sample the unit of data transmitted (packet when D ¼ 1); therefore, the
metric will be expressed in [samples/s].

According to the aggregation strategy described in the previous subsection, the
amount of samples generated by the network as response to a given query is equal
to the number of sensors, k, that are present and active when the query is received.
As a consequence, the average number of data samples-per-query generated by the
network is the mean number of sensors, �k, in the observed area.

Now, denote by G the average number of data samples generated per unit of
time, given by

G ¼ �k � fq ¼ qs � A �
1
Tq

½samples/s�: ð6:10Þ

From (6.10) we have �k ¼ GTq.
The average amount of data received by the infrastructure per unit of time (area

throughput), S, is given by:

S ¼
Xþ1

k¼0

SðkÞ � gk½samples/s�; ð6:11Þ

where

SðkÞ ¼ k

Tq

Psjk; ð6:12Þ

gk as in (6.1), and Psjk as in (6.8).
Finally, by means of (6.8–6.10), Eq. 6.11 may be rewritten as

S ¼ 1� e�IArs=A

Tq

�
Xþ1

k¼1

Pk
n¼1 pMACðnÞ�n

ne��n

n!Pk
n¼1

�nne��n

n!

� ðGTqÞke�GTq

ðk � 1Þ! : ð6:13Þ

6.4 Numerical Results

A square area, having area A ¼ 106 m2, where an average number of ten sinks are
distributed according to a PPP (I ¼ 10), is considered. We also set k0 ¼ 40 dB,
k1 ¼ 13:03, rs ¼ 4 dB (the values are taken from experimental measurements
made on the field with Freescale devices [5]), and Lth ¼ 107 dB.

In this section, the behavior of the area throughput, S, as a function of the
offered load, G, is shown.
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First, the optimal aggregation strategy is investigated, showing results for a
single-sink scenario with no connectivity problems, with the purpose of motivating
the use of the aggregation strategy, then the multi-sink scenario is considered.
Then, a comparison of the area throughput obtained with the two modalities,
beacon- and non beacon-enabled, is provided.

Note that the results shown in the following, obtained by applying the aggre-
gation strategy described above, are also valid for a more general scenario, where
nodes transmit packets of duration TD every query, and no aggregation strategy is
performed. In this case S, expressed in [samples/s] is still given by Eq. 6.13, but
now a sample coincides with a packet (i.e., it has duration D � T and not T). If,
instead, we are interested in S in [bytes/s], to take into account the quantity of
information contained in each packet, we have simply to multiply S given by
Eq. 6.13 by D � 10.

6.4.1 The Optimum Aggregation Strategy

6.4.1.1 The Single-Sink Scenario, without Connectivity Problems

Here results obtained through the non beacon-enabled mode of the IEEE 802.15.4,
related to a single-sink scenario with n sensors and no connectivity problems, are
shown. These results are interesting because they motivate the choice of the above
described aggregation strategy. It is shown indeed, that given n, there exists an
optimum value of D, Dopt, maximising the throughput, S. Therefore, if sensors are
aware of the size n of the cluster they belong to, they could select D ¼ Dopt,
obtained through our results, and transmit the aggregated packet every Dopt

queries.
The interval of time T needed to transmit a unit of data will be equal to the

backoff period, dbo ¼ 320 ls, defined in Chap. 5. It is assumed that the sinks allow
sensors to try to access the channel for all the time they need. Therefore, by setting
the query size equal to 10 bytes (i.e., the query is transmitted in T), we fix
Tq ¼ ð̂tmax þ Dþ 1ÞT ¼ ð121þ DÞT , being ð̂tmax þ DÞT the maximum delay with
which a node can transmit a packet having size D � 10 bytes (see Eq. 5.1).

Since here we have ensured connectivity, a single sink and a deterministically
fixed number, k ¼ n, of sensors competing for access, we have pCON ¼ 1 and
Psjk ¼ pMAC. Hence, the area throughput is simply:

S ¼ n

ð121þ DÞT � pMACðnÞ: ð6:14Þ

In Fig. 6.3, S is shown, as a function of n, for different values of D. As we can
see, S presents a maximum. In fact, for small n, pMAC approaches zero slower then
1=n and thus by increasing n, S also increases. On the contrary, for large n, pMAC
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approaches zero faster then 1=n and thus by increasing n, the product n � pMACðnÞ
decreases, and so does S. The physical interpretation is that too many packet losses
occur when traffic is too heavy. The maximum values of S depend on D and are
obtained for different values of n. As we can see, for 1\n\12, Dopt ¼ 7; for
12\n\18, Dopt ¼ 5; for 18\n\68, Dopt ¼ 2 and for n [ 68 Dopt ¼ 1. There-
fore, it clearly appears that Dopt decreases when increasing n.

The aggregation strategy proposed here is achievable only in case sensors know n.
This parameter could be estimated by sensors, for example, by computing the
number of times the channel is found busy in a given interval of time. The probability
to find the channel busy, in fact, is strictly related to n.

6.4.1.2 The Multi-Sink Scenario

Once again the IEEE 802.15.4 in non beacon-enabled mode, is considered;
therefore, T ¼ 320 ls and Tq ¼ ð121þ DÞT . Since a typical IEEE 802.15.4 air
interface is considered, a limit on the number of sensors that could be connected to
a given sink should be imposed [6, 7]. To this end, we denote as nmax the maxi-
mum number of sensors that could be served by a sink and define a new probability
(to replace pMACðnÞ in (6.13)) p0MACðnÞ given by:

p0MACðnÞ ¼
pMACðnÞ; nmax

pMACðnmaxÞ � nmax=n; n [ nmax

�

ð6:15Þ

where pMACðnÞ is obtained through the model described in Chap. 5, and
1� nmax=n is the probability that a sensor is not served by the sink it is connected
to, owing to the capacity constraint. Performance curves are obtained by setting
nmax ¼ 20. Moreover, the case of negligible border effects is considered.
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In Figs. 6.4 and 6.5, S, as a function of G, for different values of D when
pCON ¼ 1 and 0.67 respectively, is shown. In both figures, there exists a value Dopt

which decreases by increasing G. Moreover, from Fig. 6.4 we can see that for
0\G\3000 samples/s (when I ¼ 10, G ¼ 3000 samples/s corresponds to n ¼ 12)
Dopt ¼ 7; for 3000\G\4500 samples/s (G ¼ 4500 samples/s corresponds to
n ¼ 18) Dopt ¼ 5; and for G [ 4500 samples/s Dopt ¼ 2. Therefore, the behavior
of Dopt, as a function of G, is exactly the same shown in Fig. 6.3.

By comparing Figs. 6.4 and 6.5, we can observe the effects of connectivity
on S. Once D is fixed, the values of S reached for large offered load are approx-
imatively the same reached when pCON ¼ 1. The decrease of pCON, in fact, results
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in a lower mean number of sensors per sink, therefore the decreasing of pCON is
compensated by an increasing of pMACðnÞ. However, the behavior of the curves for
low values of G is different (the curves have different slopes). If we fix D ¼ 5 and
we want to obtain S ¼ 1500 samples/s, when pCON ¼ 0:67, we need to deploy on
average 158 sensors, whereas, when pCON ¼ 1, 106 sensors on average are suffi-
cient. Therefore, the loss of connectivity brings to a larger cost in terms of number
of sensors that must be deployed to obtain the desired S.

To increase the values of S, instead, we need to increase I. In fact, given a value
of G, by increasing I the connectivity improves and also the losses due to MAC
decrease, since n decreases.

Finally, an example of results obtained by considering a simpler MAC protocol
model where the probability of success, p00MACðnÞ (to be included in (6.13)), is a
linear function of n, is shown. In [8], it is shown, in fact, that in some cases the
success probability for a non-persistent CSMA protocol, decreases linearly with
the number of nodes. Therefore, we model p00MACðnÞ as:

p00MACðnÞ ¼ m � nþ 1; ð6:16Þ

and we denote by n� the value such that p00MACðn�Þ ¼ 0.
In Fig. 6.6, three cases are accounted for: m ¼ �0:01, corresponding to

n� ¼ 100; m ¼ �0:02, corresponding to n� ¼ 50; and m ¼ �0:04, corresponding
to n� ¼ 25. By decreasing n�, the maximum of S is reached for lower values of G.
Therefore, for a given value of G, by increasing the slope of p00MACðnÞ, S increases.
The maximum value of S obtained with n� ¼ 50 is approximately twice as large as
the one obtained with n� ¼ 25, but it is reached for an offered load that is twice
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over. Therefore, this increase in the maximum value is reached at the cost of
deploying more sensors.

6.4.2 Comparing Beacon- and Non Beacon-Enabled Modes

In this subsection, area throughput obtained with the two modalities beacon- and
non beacon-enabled, considering different values of D, SO, NGTS, Tq, and different
connectivity levels, is shown.

The query packet size is set equal to 60 bytes, therefore, it is transmitted in 6 � T
seconds, and Tq ¼ ð126þ DÞT for the non beacon-enabled mode, once again to
allow sensors to access the channel for all the time needed.

Here, a limit on the number of sensors that could be connected to the same sink
is not imposed, therefore, Eq. 6.15 is not used.

In Figs. 6.7 and 6.8, S, as a function of G, when varying SO, NGTS, and Tq, for
D ¼ 2 and D ¼ 10, is shown, respectively. The input parameters that we entered
give a connection probability pCON ¼ 0:89. Both beacon- and non beacon-enabled
modes are considered. In both figures it can be noted that, once SO is fixed
(beacon-enabled case), an increase of NGTS results in an increment of S, since
pMAC increases. Moreover, once NGTS is fixed, there exists a value of SO maxi-
mising S. When D ¼ 2, an increase of SO results in a decrement of S since, even
though pMAC gets greater, the query interval is longer and, therefore, the number of
samples per second received by the sink decreases. On the other hand, when
D ¼ 10 and all possible GTSs are allocated, the optimum value of SO is 1. This is
due to the fact that, having large packets, when SO ¼ 0 too many packets are lost,
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owing to the short duration of the superframe. However, when NGTS ¼ 0 the best
case is, once again, SO ¼ 0, since in this case MAC losses are approximately the
same obtained in the case SO ¼ 1 (see Fig. 5.26), which, however, brings to a
higher query interval. In conclusion, we can deduce that the use of GTSs is always
advantageous, and that there exists an optimum value of SO maximising S, which
depends on D and NGTS.

Concerning the non beacon-enabled case, in both figures it can be noted that, by
decreasing Tq, S gets larger even though pMAC decreases, since, once again, the
MAC losses are balanced by larger values of fq.

By comparison of Figs. 6.7 and 6.8, we note that, once the offered load, G, is
fixed, S gets notably smaller when D increases. S, in fact, is expressed in terms of
samples/s received by the sink, and not in bytes/s. Therefore, once Tq is fixed, by
increasing D, pMAC gets smaller. On the other hand, by increasing D, the maximum
value of S is reached for lower values of G. This means that, when D is small, the
maximum value of S is reached at the cost of deploying more sensors.

Finally, we show the effects of connectivity on the area throughput. When pCON

is less than 1, only a fraction of the deployed nodes has a sink in its vicinity. In
particular, an average number, �k ¼ pCONG Tq=I, of sensors compete for access at
each sink. In Fig. 6.9, we consider the non beacon-enabled case with D ¼ 2,
Tq ¼ 128 T and D ¼ 10, Tq ¼ 136 T . When D ¼ 10, Tq ¼ 136 T , for high offered
loads the area throughput tends to decay, since packet collisions dominate. Hence,
by moving from pCON ¼ 1 to pCON ¼ 0:89, we observe a slight improvement due
to the fact that a smaller average number of sensors tries to connect to the same
sink. Conversely, when D ¼ 2, Tq ¼ 128 T , S is still increasing with G, then by
moving from pCON ¼ 1 to pCON ¼ 0:89, we just reduce the useful traffic. Fur-
thermore, when pCON ¼ 0:15, the offered load is very light, so that we are working
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in the region where pMACðD ¼ 2; Tq ¼ 128 TÞ\pMACðD ¼ 10; Tq ¼ 136 TÞ (see
Fig. 5.17), resulting in a slightly better performance of the case with D ¼ 2. Thus
we conclude that the effect of lowering pCON results in a stretch of the curves
reported in the previous plots.

6.5 Concluding Remarks

A multi-sink WSN where sensor nodes transmit their packets to a sink selected
among many, by using a CSMA-based MAC protocol, is studied. A new perfor-
mance metric, accounting for connectivity and MAC issues jointly, namely the
area throughput, has been defined. This new concept allows the study of this kind
of networks under a new perspective, even if, in general terms, the aim is to define
a picture showing how throughput varies with load, as done for many years in the
literature. However, here, connectivity issues and the presence of multiple sinks
are accounted for. This implies, mainly, that performance depends not only on the
number of nodes in the network, and on the packet size, but also on sinks density
and on transmit power (i.e., Lth). In fact, in case the application fixes the minimum
value of S, from the figures we could obtain not only the number of nodes that
must be distributed in the network (i.e., the offered load, G), but also (once G is
fixed), the number of sinks that must be distributed, or the transmit power (from
which depends Lth, and, therefore, pCON). Other minor outcomes could be derived
from this chapter: (i) the model developed allows the evaluation of an optimum
aggre-gation strategy, maximising S; (ii) a comparison in terms of area throughout
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between the beacon- and non beacon-enabled modes of the IEEE 802.15.4, is
provided.
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Chapter 7
Decentralized Detection in IEEE 802.15.4
Wireless Sensor Networks

In this chapter, we present a mathematical model to study the interplay between a
decentralized detection task in clustered Wireless Sensor Networks (WSNs) and
the IEEE 802.15.4 Medium Access Control (MAC) protocol. In particular, the
models introduced in Chaps. 2 and 5 are integrated, to develop a unique framework
jointly accounting for MAC and distributed detection issues.

The scenario described in Chap. 2 is considered: sensors and Fusion Centers
(FCs) are distributed with the aim of detecting an event of interest. Sensors are
organized in clusters, with FCs acting as cluster heads, and are supposed to
observe the same common binary phenomenon. As in Chap. 5, a query-based
application is accounted for: FCs send periodic queries and wait for replies coming
from sensors. After reception of data, FCs perform data fusion with a majority-like
fusion rule and send their decisions to an Access Point (AP), where a final data
fusion is carried out and an estimate of the phenomenon is obtained. Decentralized
detection and MAC issues are jointly investigated through analytical modelling.
The proposed framework allows the derivation of the probability of decision error
at the AP, when accounting for packets’ losses due to possible collisions. The
impact of different clustering configurations and of noisy communications is also
investigated.

This chapter is structured as follows. In Sect. 7.1, a few preliminaries are
provided: the mathematical framework for decentralized detection presented in
Part II is briefly recalled in Sect. 7.1.1, whereas Sect. 7.1.2 describes how the
access to the channel is managed in the considered scenario. In Sect. 7.2, a new
mathematical model, accounting for decentralized detection and MAC issues
jointly, is derived. Sections 7.3 and 7.4 report numerical results and concluding
remarks, respectively.

C. Buratti et al., Sensor Networks with IEEE 802.15.4 Systems,
Signals and Communication Technology, DOI: 10.1007/978-3-642-17490-2_7,
� Springer-Verlag Berlin Heidelberg 2011
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7.1 Preliminaries

7.1.1 Decentralized Detection

In this subsection, we recall a few preliminaries on decentralized detection of a
common binary phenomenon in the presence of an ideal (collision-less) MAC
protocol [1]. A complete analysis of this problem is provided in Chap. 2. As in
Sect. 2.1.1, we consider a network scenario where n sensors observe a common
binary phenomenon with probability p0. The sensors are clustered into nc\n
groups, and each sensor can communicate only with its local FC. The groups may
be either uniform or non-uniform. For the sake of simplicity, only one level of FCs
is considered in this chapter. We consider the reference scenario shown in Fig. 7.1:
FCs act as Personal Area Network (PAN) coordinators gathering data from sensors
belonging to their clusters and transmitting their decisions to the final destination,
that is the AP. We assume that a different network (e.g., an infrastructure-based
network where radio resources are scheduled) is used for the communication
between the FCs and the AP and there are no MAC losses (i.e., there is a con-
tention-free access). In this case, FCs will act as gateways between two different
networks: the IEEE 802.15.4 (sensor) network and the infrastructure-based net-
work. A logical representation of the overall considered architecture is shown in
Fig. 7.1a, whereas Fig. 7.1b shows a more detailed view of a scenario with a single
cluster and the AP. Note that the representation of Fig. 7.1 is equivalent to that in
Fig. 2.1. In a scenario with noisy communication links, they are simply modeled as
Binary Symmetric Channels (BSCs), with cross-over probability of the BSC model
denoted as p [2]. This simplified model is accurate only in the presence of additive
communication noise, without other impairments, such as inter-symbol interfer-
ence and path loss, are accounted for. For instance, when additive Additive White
Gaussian Noise (AWGN) and binary phase shift keying are considered, it holds
that p ¼ Qð ffiffiffiffifficb

p Þ, where cb is the channel Signal-to-Noise Ratio (SNR) and

(a) (b)

Fig. 7.1 Logical representation of a clustered sensor network (case a) and detailed represen-
tation of a specific cluster highlighted above (case b)
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QðxÞ,
Rþ1

x
1ffiffiffiffi
2p
p expð�y2=2Þdy. When an ideal (collision-less) MAC protocol is

considered, the number of data packets received at an FC is equal to the number of
sensors in the corresponding cluster, since no losses at MAC level occur. Recalling
D as the nc-dimensional vector containing the number of decisions received at the
nc FCs, the same analytical approach for the probability of decision error given in
Sect. 2.1.2.2 can thus be applied. Therefore, the probability of decision error in a
generic scenario with noisy communication links, given a clustering configuration
(i.e., D), becomes that in (2.14):
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At the left-hand side of (7.1), we have explicitly indicated that Pe depends on the
observation quality (i.e., SNRsensor) and the communication quality (i.e., p).
Moreover, (7.1) reduces to (2.9) when p ¼ 0:
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7.1.2 The Access to the Channel

We consider a network composed of IEEE 802.15.4-compliant sensors, working in
beacon-enabled mode [3]. Each FC coincides with a PAN coordinator, receiving
data from sensors belonging to its PAN (i.e., its cluster). We assume that the
different clusters use the same frequency channel, but different resources in terms
of time. In other words, a time division between clusters is applied, so that sensors
of different clusters do not interfere among them. We evaluate performance by
fixing the total time made available to all sensors in the network (i.e., all the
clusters) for transmitting data to the FCs. This means that performance is evaluated
under a total achievable throughput constraint. We assume that no connectivity
problems exist: each sensor can receive the query (i.e., the beacon packets) from
the FC and can reach it. Nodes transmit packets with size D � 10 bytes, being D an
integer parameter (see Chap. 5). As stated in Chap. 5, according to the IEEE
802.15.4 MAC protocol in beacon-enabled mode, the access to the channel is
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managed through a superframe, starting with the beacon transmitted by the PAN
coordinator. The superframe may contain an inactive part, allowing sensors to
enter in sleeping mode, whereas in the active part sensors use a slotted Carrier-
Sense Multiple Access with Collision Avoidance (CSMA/CA) algorithm to
transmit data. We recall that the duration of the active part, the superframe
duration, and of the entire superframe, the beacon interval, depend on the value of
two integer parameters ranging from 0 to 14, that are the superframe order, SO,
and the beacon order, BO, respectively. We also recall that the superframe duration
can be expressed as 960 � 2SO � Ts, where Ts ¼ 16 ls is the symbol time, whereas
the beacon interval is given by 960 � 2BO � Ts (see Fig. 7.2).

Time division between clusters is performed as follows. The application sets the
value of BO, that is the total time made available to the network for transmissions
from sensors to FCs. If the AP does not know the clusters size, it allocates the
same resource to all the clusters, that is the same value of SO. In particular, SO is
set accordingly to the value of BO and the number of clusters, such that all clusters
have a portion of the beacon interval allocated. If, instead, the AP is aware of the
network topology, it may allocate resources according to the number of sensors in
each cluster. In this case, the AP assigns different values of SO according to the
clusters’ sizes: the smaller is the cluster, the smaller is the value of SO assigned to
it. Both the above mentioned resource allocation strategies will be considered in
Sect. 7.3. The AP communicates to the FCs the values of SO and BO and the
instant in which the superframe of each FC must start. In this way, the active parts
of the superframes defined by the different FCs will not overlap and during
transmissions within a given cluster, sensors belonging to the other clusters will be
in sleeping mode, being in the inactive part of the superframe of their FCs
(see Fig. 7.2). According to our application, each FC will send periodic queries,

Fig. 7.2 The time division between clusters, when two FCs are present
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starting from the instant provided by the AP, and will wait for decisions coming
from sensors. The application also requires that the data must be received by the
FC by the end of the active part of the superframe defined by the FC. Therefore,
each sensor has one packet to be transmitted per beacon received and has to
transmit it by the end of the active part of the superframe defined by its FC.

The mathematical model proposed in Chap. 5 for 802.15.4 beacon-enabled
mode is used in this chapter, in order to derive the success probability for a node
using the slotted CSMA/CA algorithm to access the channel, denoted hereafter as
pMAC. This probability represents the probability that a sensor transmits success-
fully the packet to its FC by the end of the active part of the superframe of its FC.
pMAC is the success probability, ps, derived in Chap. 5, given by Eq. 5.27, for the
beacon-enabled case. We recall that a packet could be lost due to the following
reasons: (i) a collision, (ii) the channel is sensed busy more than five consecutive
times [3], or (iii) the available time ends before the channel is sensed idle. Note
that retransmissions are not allowed in our scenario.

7.2 Impact of MAC on Decentralized Detection

In this section, we derive an analytical framework for the computation of the
probability of decision error in the presence of the IEEE 802.15.4 MAC protocol.
Each FC will receive a number of decisions smaller than the number of sensors in
the cluster, owing to the contention-based nature of the protocol, that may cause
collisions.

Equation 7.1 needs to be modified to take into account the presence of a
non-ideal MAC protocol, characterized, concisely, by pMAC� 1.1

Being pMACðdcÞ the success probability in a scenario with dc competing sensors
in a cluster and assuming that all transmissions are independent, it follows that the
number of successful transmissions in the jth cluster can be modeled as a binomial

random variable, denoted as DðjÞc (j ¼ 1; . . .; nc), with parameters dðjÞc and

pMACðdðjÞc Þ. Referring to the analysis in Sect. 7.1, the nc-dimensional vector, with
the numbers of decisions received by the FCs, is a random vector2

D, ðDð1Þc ;Dð2Þc ; . . .;DðncÞ
c Þ. Note that even through the clusters are uniform, the

number of decisions received at the FCs may vary from cluster to cluster, being
such number a random variable. Therefore, the true clustering configuration is non
uniform.

1 For the ease of clearness, in this section we refer to the generic scenario with noisy
communication links. However, the same considerations apply in a scenario with ideal
communication links, the only difference being that (7.1) has to be substituted by (7.2).
2 The symbol D was used in Chap. 2 for a deterministic vector. With an abuse of notation, it
now refers to a random vector. The context eliminates any ambiguity.
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At this point, the probability of decision error depends on a realization of the

random vector D which, in turns, depends on P1j1 and P1j0. The average prob-
ability of decision error, with respect to the clustering configuration, can then be
computed as follows:

PeðSNRsensor; pÞ ¼ ED Pe sensor; pjDð Þ½ �: ð7:3Þ

After a few manipulations, one obtains
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where the last probability at the right-hand side is given by (7.1) (with dðjÞc ¼ ij,
j ¼ 1; . . .; nc) and
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It would be interesting to preliminary evaluate a lower bound on the average
probability of decision error, as the limiting average probability of decision error in
an ideal scenario with no observation and communication noises, i.e., for
SNRsensor !1 and p ¼ 0. In this case, if at least one bit is delivered to the AP, then
a correct decision will be made. At this point, there is a decision error if and only if
no sensor decisions can be reliably sent to the AP. Therefore, an error happens only
if i‘ ¼ 0, 8‘ 2 f1; . . .; ncg. In this case, the AP decides randomly, thus obtaining:
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In the presence of uniform clustering, i.e., dðiÞc ¼ dc 8i, (7.5) reduces to

Pe;lim ¼
1
2

1� pMAC dcð Þ½ �dc

n onc

¼ 1
2

1� pMAC dcð Þ½ �n ð7:6Þ

where we have used the fact that nc � dc ¼ n, regardless of the (uniform) clustering
configuration. It can be observed that expression (7.6) for Pe;lim is a decreasing
function of the number of clusters. On the opposite, in a scenario with an ideal
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MAC protocol, this limiting probability does not depend on dc [1]. As an example,
in the case n ¼ 64, D ¼ 2, BO ¼ 3, when no clustering is applied, Pe;lim will be
equal to 10�5 (see Fig. 7.4b). By increasing the number of clusters, pMAC gets
larger and, therefore, the floor appears at very small (and not practical) values of
the probability of decision error (e.g., in the case with eight uniform clusters we
have Pe;lim ¼ 6� 10�22). Finally, note that the limiting probability (7.5) equals to
zero for any unbalanced configuration with at least one cluster with one sensor.
In this case, in fact, the sensor directly connected to its FC always accesses
the channel and, therefore, there is always at least one correct decision (sent by the
corresponding FC to the AP) on the basis of which the AP can correctly estimate
the phenomenon status.

7.3 Numerical Results

We now investigate performance of the proposed decentralized detection schemes.
In particular, in the presence of IEEE 802.15.4 MAC protocol the value of pMAC is
determined offline, for a given clustering configuration, by using the analytical
framework presented in Sect. 5.4. The obtained value is then used in (7.4) and in
our simulator. In particular, our C simulator is designed ‘‘ad hoc’’ as follows.
The transmissions from the sensors to the FCs are represented as Bernoulli trials,
each with parameter pMAC. On the basis of the received packets in their cluster, the
FCs perform a data fusion (with decision threshold set according to the number of
received packets) and transmit their decisions to the AP.

Since each sensor must send only its decision (i.e., one bit) and since the model
requires that nodes transmit packets of size multiple of 10 bytes [4], being the
packet header equal to 19 bytes, we initially set D ¼ 2, that is packets of 20 bytes
are transmitted. In Fig. 7.11, the impact of different values of D will be
investigated.

In the following, we set n ¼ 64 and the MAC parameters to the default values
(i.e., BEmin ¼ 3, BEmax ¼ 5, NBmax ¼ 4). We first consider uniform resources
allocation among clusters. Then, in Fig. 7.6, we extend our approach to a scenario
where resources are allocated accordingly to the cluster size. Note that in the first
case, uniform clustering will be favored with respect to the non uniform case, since
resources will be better used. By the way, in scenarios where the AP is not aware
of the network topology, only the uniform resource allocation can be implemented.

In the case of uniform resource allocation among clusters (i.e., all clusters
use the same value of SO), two values of BO, namely 3 and 4, are considered
and the related values of SO, set according to the number of FCs, are reported
in Table 7.1.3 In particular, in the absence of clustering we set SO ¼ BO

3 Note that, for the ease of clearness, in this chapter a slightly different notation is used with
respect to that used in Chap. 2 to denote uniformly clustered topologies.
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(i.e., we give to the single cluster all the available time). Moreover, when nc ¼ 2
we set SO so that two non overlapping active parts within the beacon interval are
present), and so on. Note that in the cases nc ¼ 3 and nc ¼ 5 part of the beacon
interval is not used by any cluster, and, therefore, some resources are wasted, due
to the constraint that SO must be an integer. Note that the topology with 16
uniform clusters is not allowed when BO ¼ 3, since there are not sufficient
portions of the superframe to be allocated to the different clusters. In the case of
non uniform resources allocation strategy only the case BO ¼ 3 is considered and
the related values of SO are reported below.

We first analyze a scenario with BO ¼ 3. In Fig. 7.3, a comparison between
analytical and simulation results in a scenario with ideal MAC and ideal com-
munication links (i.e., no noisy communication links) and two possible clustering
configurations, uniform (4� 16) and non-uniform (40-8-8-8), is proposed.
As expected, a good agreement between simulations and analytical results was
found in both cases. In fact, the analysis carried out in Sect. 7.2 is exact and the
simulator is implemented by exactly replicating the analysis conditions. In other

Table 7.1 Values of SO used
in the different topologies for
(i) BO ¼ 3 and (ii) BO ¼ 4

Topology BO ¼ 3 BO ¼ 4

No clustering 3 4
2� 32 (2 uniform clusters

with 32 sensors each)
2 3

56-4-4 1 2
40-8-8-8 1 2
4� 16 (4 uniform clusters

with 16 sensors each)
1 2

32-8-8-8-8 0 1
8� 8 (8 uniform clusters

with 8 sensors each)
0 1

16� 4 (16 uniform clusters
with 4 sensors each)

Not allowed 0

-10 -5 0 5 10 15 20

SNR
sensor

 [dB]

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

P
e

simulations / 40-8-8-8
analysis / 40-8-8-8
simulations / 4 x 16
analysis / 4 x 16

Fig. 7.3 Comparison
between analytical and
simulation results in a
scenario with ideal
communication links and
two possible clustering
configurations
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words, this is a ‘‘sanity check,’’ which allows us to use the simulator, especially to
avoid numerical problems in the evaluation of the analytical formulas.

In Fig. 7.4, the probability of decision error is shown, as a function of the sensor
SNR, for different clustering configurations. No noisy communication links are
accounted for and ideal MAC is considered in case (a), whereas the IEEE 802.15.4
MAC protocol is accounted for in case (b). The use of the IEEE 802.15.4 MAC
protocol leads to a performance degradation with respect to the case ideal MAC.
The highest degradation is achieved with no clustering, since in this case a large
number of sensors are competing for the radio resource. The best configuration, in
the case with IEEE 802.15.4 MAC protocol is achieved for nc ¼ 8, where only
eight sensors per cluster are competing for the channel, and even though SO ¼ 0
(i.e., sensors have only approx. 15 ms to access the channel), the success proba-
bility is the largest. By comparing curves in (a) and (b) we can observe that, while
distributed detection is mainly affected by the uniformity or non uniformity of
clusters, rather than by the number of clusters itself, MAC losses strongly depend
on the value of nc. In fact, while in the ideal case the performance of uniform
clustering does not depend on the specific configuration, this is no longer true in
the presence of contention-based MAC protocols. Moreover, note that the case
(40-8-8-8) outperforms the case (32-8-8-8-8), since even though more sensors are
competing for the channel (in the largest cluster), sensors have more time to access
the channel (i.e., SO ¼ 1 instead of 0). In fact we have pMAC ¼ 0:23 in the cluster
with 40 sensors and SO ¼ 1, and pMAC ¼ 0:13 in the cluster with 32 sensors and
SO ¼ 0. This means that the best performance is achieved when a good balance
between the number of sensors competing for the channel and the time made
available to sensors for transmissions is reached.

The comparison made in Fig. 7.4 is done by assuming that all decisions coming
from the FCs have the same reliability. This implies that the same weight is
assigned to all FCs’ decisions. However, in non uniform scenarios the decisions
obtained by fusing a larger number of sensors’ decisions are more reliable than
those obtained by fusing a smaller number of sensors’ decisions. Therefore, one
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may resort to a weighing strategy, where the AP decides according to the
following rule:

W y1; . . .; yMð Þ, 0 if
PM

m¼1 wmym\0
1 if

PM
m¼1 wmym� 0

�

ð7:7Þ

where y1; . . .; yM are the M data (ym ¼ 2xm � 1) to be fused together and
w1; . . .;wM are the weights computed as the number of sensors in the cluster
(which successfully access the channel) divided by the total number of sensors
(which successfully access the channel). In Fig. 7.5, Pe is shown, as a function of
the sensor SNR, for different clustering configurations, ideal communication links,
and weighing strategy at the AP. Two scenarios for the MAC are considered:
(a) ideal MAC protocol and (b) IEEE 802.15.4 MAC protocol. In the scenario with
ideal MAC protocol, one can observe that the non uniform configurations
experience the expected performance improvement. Moreover, the more higher is
the non uniformity degree, the large is this improvement. On the other hand, when
the IEEE 802.15.4 MAC protocol is considered, one can observe that the weighing
strategy has no significant impact and the performance is the same predicted in
Fig. 7.4b. This is probably due to the fact that, while in the case with no weighing
strategy the performance is given by the average number of sensors accessing the
channel, in the presence of weighing the performance is determined by the overall
statistics of the number of sensors accessing the channel.

In Fig. 7.6, we show the performance achieved when resources (in terms of
time) are allocated to clusters depending on their size. In particular, we set BO ¼ 3
and we allocate SO ¼ 0 to clusters with eight sensors, SO ¼ 1 to clusters with 16
sensors, SO ¼ 2 to clusters with 32 sensors and SO ¼ 3 to the non clustering case.
In this way, the resource available to each cluster is proportional to the cluster size
and also no resources are wasted for the considered set of network topologies. As
expected, the performance of the non uniform cases slightly improve with respect
to those with uniform resource allocation (see, for example the case (32-8-8-8-8)
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present in both the figures). In particular, when the weighing strategy is applied,
the performance in the presence of non uniform scenarios provide approximatively
the same results. However, uniform configurations are still to be preferred.

Since increasing the number of FCs will increase also the cost of the network,
being FCs sensors with special functionalities, therefore high cost, it is of interest
to investigate what is the best possible configuration for a fixed number of FCs.
Only results in the presence of the IEEE 802.15.4 MAC protocol will be presented
in the following figures. In Fig. 7.7, the probability of decision error is shown, as a
function of the sensor SNR, in a scenario with n ¼ 64 and four FCs are present.
Two different values of p are considered: 0 (ideal communication links) and 0.1
(high communication noise). In the ideal case, the uniform configuration is still to
be preferred, thus confirming the results in [1] with an ideal MAC protocol.
Moreover, the larger is the non-uniformity degree, the worse is performance. In
fact, when clusters are balanced, the decisions coming from the FCs to the AP
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have approximately the same reliability, since the number of collisions is
approximately the same in all clusters. On the other hand, with unbalanced clusters
the decisions do not have the same reliability and, therefore, the quality of the AP
decision worsens. In the scenario with p ¼ 0:1, the impact of the communication
noise on the probability of decision error is significant and the performance rapidly
degrades. As predicted in Chap. 2, for large values of SNR curves present a floor,
due to the communication noise, which is independent on the observation noise.
Therefore, increasing more and more the observation quality does not lead to
better performance, since this is also limited by the communication noise.

In Fig. 7.8, Pe is shown, as a function of the SNR, for different clustering
configurations, considering ideal communication links and the IEEE 802.15.4
MAC protocol. For each value of nc, the best and the worst configurations are
shown. More precisely, the best possible configurations are uniform for all values
of nc: 32-32 for nc ¼ 2, 4� 16 for nc ¼ 4, and 8�8 for nc ¼ 8. On the other hand,
the worst possible configuration, for a given value of nc, is that with one big cluster
and the others with only one sensor, i.e., 63-1 for nc ¼ 2, 61-1-1-1 for nc ¼ 4, and
57-1-1-1-1-1-1-1 for nc ¼ 8. One should observe that the relative loss (in terms of
sensor SNR) from the best to worst configuration is approximately constant,
regardless of the value of nc. For instance, at Pe ¼ 10�3 this loss is around
4:5� 5 dB. This implies that the gain brought by the use of uniform clustering is
(more or less) the same, the only difference being the fact that the larger is the
number of FCs (with a corresponding larger cost), the better is the performance.

Since other network topologies with larger values of nc cannot be analyzed
considering BO ¼ 3 (see Table 7.1), we now set BO ¼ 4 such that we can evaluate
performance also in the case of 16 clusters present. In Fig. 7.9, the probability of
decision error is shown, as a function of the sensor SNR, for different clustering
configurations. No noisy communication links are accounted for and ideal MAC is
considered in case (a), whereas the IEEE 802.15.4 MAC protocol is accounted for
in case (b). The considerations carried out for the same scenario and BO ¼ 3 (see
Fig. 7.4) still apply for BO ¼ 4. However, one can observe that, in the case with
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IEEE 802.15.4 MAC protocol, a best performance is achieved for nc ¼ 8 uniform
clusters. In this case, in fact, only eight nodes per cluster are competing for the
channel, and even though SO ¼ 1 (i.e., nodes have only approx. 15 ms to access
the channel), the success probability is large. Moreover, note that when nc ¼ 16
uniform clusters are considered, there is a performance degradation with respect to
nc ¼ 8. The problem of an optimal network topology will be investigated in more
detail in Fig. 7.11.

In Fig. 7.10, Pe is shown, as a function of the sensor SNR, for different clus-
tering configurations, ideal communication links, and the weighing strategy (7.7)
at the AP. Two scenarios for the MAC are considered: (a) ideal MAC protocol and
(b) IEEE 802.15.4 MAC protocol. In this case as well, the impact of the weighing
strategy is the same commented in Fig. 7.5 for the case with BO ¼ 3. Moreover, it
is still true that an optimal topology, in terms of best probability of decision error,
arises. As in the case with no weighing strategy illustrated in Fig. 7.9, the best
curve is obtained for the scenario with eight uniform clusters.
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From the results in Figs. 7.9 and 7.10 it seems that the use of the IEEE 802.15.4
MAC protocol leads to the identification of an optimal distribution of the sensors
among the clusters, which minimizes the probability of decision error. In Fig. 7.11,
Pe is shown for different uniformly clustered topologies and values of the
parameter D: 2, 5, and 10.4 In case (a), the sensor SNR is set to 0 dB, whereas in
case (b) the sensor SNR is set to 6 dB. Note that only uniform clustering con-
figurations are considered, since the use of non uniform topologies leads to a waste
of energy resources, as outlined in Table 7.1. Moreover, the same curve is asso-
ciated to both absence and presence of the weighing strategy. One can observe that
the best strategy is given by the topology composed by eight uniform clusters,
regardless of the sensor SNR and the value of D. First, the fact that the best
topology is uniform is expected, since in all cases, we have observed that uniform
clustering leads to the best performance with respect to non-uniform clustering.
Moreover, nc ¼ 8 is an optimum value, since it allows to obtain the best trade-off
between the number of nodes competing in accessing the channel (given by the
IEEE 802.15.4 MAC protocol) and the quality of the decisions taken by the FCs
(given by the decentralized detection process).

7.4 Concluding Remarks

In this chapter, we have proposed a mathematical framework to study decentral-
ized detection in IEEE 802.15.4 WSNs. In particular, on the basis of an analytical
computation of the probability that a packet is correctly received at the destination
when the IEEE 802.15.4 MAC protocol is used, we have evaluated the impact of
the MAC protocol on a decentralized detection strategy. This analysis has been
carried out considering different clustered topologies. Results show that the MAC
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4 Note that nc ¼ 1 denotes the topology with no clustering, that is only one cluster is present.
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protocol has a relevant impact on performance. In particular, while the absence of
clustering guarantees the best performance of a decentralized detection strategy in
the presence of an ideal MAC, this leads to the worst performance with the
802.15.4 MAC protocol. In the latter case the best performance is achieved when
the optimum balance between the number of clusters and the time allowed to
cluster nodes for transmitting packets is reached. Finally, the presence of
communication noise increases the probability of decision error floor induced by
the MAC protocol, and this degradation is more pronounced, the higher is the
non-uniformity degree among the clusters.
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